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manifested in a variety of practices and contexts.1 Trolling typically involves baiting and provoking 

others to react.2 Some trolling is light-hearted; some is harmless, albeit irritating.3  

Given that the relationship between trolling and harm is contingent, in a liberal society, ‘trolling’ is not 

an appropriate subject for law reform. Despite its name, the Draft Bill is not about ‘trolling’ at all; it is 

about defamation law. 

Trolling is not necessarily defamatory. Defamation is a cause of action that exists at general law as 

modified by statutes in force in various Australian jurisdictions. The cause of action protects a person’s 

interest in their reputation, balancing that interest against society’s interest in freedom of speech and 

the free exchange of information.4 Until recently, the cause of action was constituted by publication 

of defamatory matter of and concerning the plaintiff. The adjective ‘defamatory’ has various 

meanings,5 but may be understood as matter that causes ‘the esteem in which [a] person is held by 

the community is diminished in some respect’.6 Material is defamatory if it injures reputation—an issue 

which is decided by reference to how an ordinary reasonable person would understand the material.7 

Since 2021 amendments to most of Australia’s Defamation Acts,8 in much of Australia, defamation is 

now constituted by publication of defamatory matter of and concerning the plaintiff that has caused, 

or is likely to cause, serious harm to the plaintiff.9 ‘Serious harm’ means serious harm to the reputation 

of the person.10 

Reputational harm is just one kind of harm that may be suffered online. ‘Online harm’ is simply harm 

caused via the internet. It may involve physical harm or harm to a person’s mental health,11 loss of 

dignity,12 or loss of an economic character,13 among other things. 

To illustrate, the following article by The Betoota Advocate might be described as ‘trolling’, but in my 

opinion, it is not defamatory or harmful:14 

 

                                                                    
1 Pnina Fichman and Madelyn R Sanfilippo, Online Trolling and Its Perpetrators: Under the Cyberbridge 
(Rowman & Littlefield, 2016) 6. 
2 See, eg, Susan Herring et al, ‘Searching for Safety Online: Managing "Trolling" in a Feminist Forum’ (2002) 
18(5) Information Society 371. 
3 See Madelyn Sanfilippo et al, ‘Trolling here, there, and everywhere: Perceptions of trolling behaviors in 
context’ (2017) 68(10) Journal of the Association for Information Science and Technology 2313; Whitney 
Phillips, This Is Why We Can't Have Nice Things: Mapping the Relationship between Online Trolling and 
Mainstream Culture (MIT Press, 2016). 
4 Dow Jones & Co Inc v Gutnick (2002) 210 CLR 575, [23]. 
5 Berkoff v Burchill [1996] 4 All ER 1008, 1019. 
6 Radio 2UE Sydney Pty Ltd v Chesterton (2009) 238 CLR 460, 466. 
7 Trkulja v Google LLC (2018) 263 CLR 149. 
8 See Model Defamation Amendment Provisions 2020. 
9 See, eg, Defamation Act 2005 (NSW) s 10A. 
10 See, eg, Defamation Act 2005 (NSW) s 10A(1). 
11 See definition of ‘serious harm’ in Online Safety Act 2021 (Cth) s 5. 
12 Eg, caused by an invasion of privacy: ABC v Lenah Game Meats (2001) 208 CLR 199, [43]. 
13 Eg, via consequences of hacking or some other data leak; see, eg, Glencore International AG v 
Commissioner of Taxation (2019) 265 CLR 646. 
14 See <https://www.betootaadvocate.com/breaking-news/duttons-defamation-trial-finds-that-he-has-
feelings-and-he-doesnt-like-them-being-hurt/>. 
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In summary: trolling, defamation and online harm are overlapping concepts.  Trolling per se is not an 

appropriate subject for law reform in a country that values freedom of expression and comedy. 

2. Existing laws directed to online harm and defamation 

This section touches upon (g) of the terms of reference: ‘actions being pursued by the Government to 
keep Australians safe online’. 

This Select Committee’s inquiry is unusual given that the Commonwealth Government already 
addressed online harms via the Online Safety Act 2021 (Cth). The Explanatory Memorandum to the Bill 
which produced that Act explained: 

The purpose of the Online Safety Bill (the Bill) is to create a new framework for online safety for 
Australians. 

The Bill, together with the Online Safety (Transitional Provisions and Consequential 
Amendments) Bill 2021, will create a modern, fit for purpose regulatory framework that builds 
on the strengths of the existing legislative scheme for online safety…15 

The Act addresses cyber-abuse of both adults and children and image-based abuse (once known 
inappropriately as ‘revenge pornography’), among many other things. It established the office of an 

                                                                    
15 Explanatory Memorandum, Online Safety Bill 2021(Cth) 1. 
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eSafety Commissioner, and empowered that person to administer a complaints system with respect 
to various online harms, which requires social media platform provides to remove harmful content in 
various contexts.16 

The Bill that led to the Act was scrutinised by various parliamentary committees, which reported the 
support of stakeholders for the reform.17 It was reported that the Bill would likely promote numerous 
human rights, while engaging and limiting freedom of expression.18 The resulting Act considered views 
of competing stakeholders (eg, operators of online platforms)19 and came to a position that balances 
freedom of expression with other legitimate policy objectives in a generally proportionate way. 

The Act also touches upon defamation law, which is explored further in the following section. 

Defamation is also affected by the Defamation Acts of the States and Territories, which are in the midst 
of a law reform process informed by consultation with experts and (media) industry stakeholders.20 

Given the ongoing State-led defamation reform process, and the recent significant amendments to the 
many of the Defamation Acts, defamation law is not an appropriate subject for legislative action by 
the Commonwealth Government any time soon. The many flaws of the Draft Bill demonstrate the 
danger in the Commonwealth undermining the more rigorous State-led law reform process. 

3. Existing laws that address the transparency and accountability required of 

social media platforms and online technology companies regarding online 

harms experienced by their Australians users 

The accountability of social media platforms and other technology companies is addressed by, among 
other things:21 

 the Online Safety Act 2021 (Cth); 

 defamation law; 

 privacy law, including via the ongoing review of the Privacy Act 1988 (Cth); and 

 the general law, eg breach of confidence.22  

Civil litigation is one means by which social media platforms and online technology companies may be 
held accountable. The Information Commissioner’s privacy litigation against Facebook with respect to 
the Cambridge Analytica scandal is illustrative.23 

Defamation litigation may also hold these entities accountable. Being able to sue the company behind 
the platform, rather than the author of content, is very important for those who suffer serious 
reputational harm online. It may be the only way to have the impugned content quickly, and it may be 
the only path forward where the author is anonymous and not identifiable.  

                                                                    
16 See generally Online Safety Act 2021 (Cth) s 4; <https://www.esafety.gov.au/sites/default/files/2021-
07/Online%20Safety%20Act%20-%20Fact%20sheet.pdf>. 
17 Eg, Senate Environment and Communications Legislation Committee, Report on the Online Safety Bill 
2021 [Provisions] and Online Safety (Transitional Provisions and Consequential Amendments) Bill 2021 
[Provisions] (March 2021) 7 [2.1]. 
18 Parliamentary Joint Committee on Human Rights, Human Rights Scrutiny Report (Report 5 of 2021, 29 
April 2021) 47–8. 
19 Including, eg, from Facebook and Twitter. See  
<https://www.aph.gov.au/Parliamentary Business/Committees/Senate/Environment and Communicati
ons/OnlineSafety/Submissions>. 
20 See <https://www.justice.nsw.gov.au/justicepolicy/Pages/lpclrd/lpclrd consultation/review-model-
defamation-provisions.aspx>. 
21 See generally ACCC, Digital Platforms Inquiry – Final Report (2019) ch 4; Kylie Pappalardo and Nicolas 
Suzor, ‘The Liability of Australian Online Intermediaries’ (2018) 40(4) Sydney Law Review 469. 
22 Eg X v Twitter (2017) 95 NSWLR 301. 
23 See, eg, Australian Information Commissioner v Facebook Inc (No 2) [2020] FCA 1307. 
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As regards defamation, social media platforms and online technology companies may be sued as 
defendants with respect to the content they host. That proposition is developed in recent research of 
mine, attached to this submission: 

 Michael Douglas, ‘Suing Google, Facebook or Twitter for Defamation’ (2021) 40(2) 
Communications Law Bulletin 53. 

That article was drafted before the following provision of the Online Safety Act was in force: 

235  Liability of Australian hosting service providers and internet service providers under State 
and Territory laws etc. 

             (1)  A law of a State or Territory, or a rule of common law or equity, has no effect to the 
extent to which it: 

                     (a)  subjects, or would have the effect (whether direct or indirect) of subjecting, an 
Australian hosting service provider to liability (whether criminal or civil) in respect of hosting 
particular online content in a case where the provider was not aware of the nature of the online 
content; or 

                     (b)  requires, or would have the effect (whether direct or indirect) of requiring, an 
Australian hosting service provider to monitor, make inquiries about, or keep records of, online 
content hosted by the provider; or 

                     (c)  subjects, or would have the effect (whether direct or indirect) of subjecting, an 
internet service provider to liability (whether criminal or civil) in respect of carrying particular 
online content in a case where the service provider was not aware of the nature of the online 
content; or 

                     (d)  requires, or would have the effect (whether direct or indirect) of requiring, an 
internet service provider to monitor, make inquiries about, or keep records of, online content 
carried by the provider… 

‘Hosting service’ captures the entities that are the focus of this inquiry.24 Section 235(1) means that 
the companies behind online platforms will not be liable for defamatory content they host unless they 
are aware of it. The section is not radical; apart from the statutory defence of innocent dissemination, 
the gist was already part of Australian law via Broadcasting Services Act 1992 (Cth) sch 5 cl 91.  

The status of my article was strengthened by the High Court’s judgment25 in the Voller litigation. 
However, since then, the High Court has granted special leave to appeal with respect to another 
relevant case: Defteros v Google LLC [2021] VSCA 167. The case will agitate whether Google is 
‘publisher’, and thus potentially liable, of defamatory content on webpages that are indexed via Google 
search results. The effect of this appeal should not be overstated, however, given the protection 
afforded to Google and other intermediaries by Online Safety Act 2021 (Cth) s 235(1). 

4. A note on the so-called ‘anti-trolling’ Draft Bill 

I oppose the Draft Bill. 

It would undo the commonsense position currently struck with respect to online platforms’ 
responsibility for defamation. If enacted, the result would be more reputational harms for Australians, 
and the removal of the ability for those who suffer harm to obtain valuable remedies. 

The Draft Bill is bad law. It belongs in the bin. I will further explain why in my forthcoming submission.26 

                                                                    
24 Online Safety Act 2021 (Cth) ss 5, 17. 
25 Fairfax Media Publications Pty Ltd v Voller (2021) 95 ALJR 767. 
26 But see Michael Douglas, ‘The government is trolling us with its “anti-troll” bill’, The Sydney Morning 
Herald, 2 December 2021; see also ‘Proposed Laws to “Unmask Trolls” are Pointless Posturing’ (LinkedIn). 
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5. A meaningful reform to assist holding online platforms accountable 

One of the impediments to holding online platforms accountable for the harm they cause is that these 
platforms are underpinned by transnational corporate groups. The most important companies that 
comprise these groups are usually located overseas. A ‘jurisdictional veil’ may be a practical 
impediment to holding an online platform accountable. 

For example, to obtain payment of a judgment debt pursuant to an Australian court order against a 
company behind an online platform may require recognition and enforcement of the Australian 
judgment in a foreign jurisdiction. 

The path to platforms’ accountability may thus engage principles of private international law, or 
conflict of laws: the body of law that deals with matters involving foreign elements.27  

With many platforms being headquartered in the United States, a related impediment is that relevant 
US companies may invoke the First Amendment, and laws premised on that value,28 to avoid 
accountability. Google actually did this after Canada’s top court held it accountable for content 
available via Google search results; it obtained an anti-enforcement order in a US court.29 

These problems could be avoided if judgments against foreign companies behind online platforms 
could be executed against assets located in Australia. Requiring the key entities of corporate groups 
behind platforms to keep significant sums of money in Australian bank accounts is one means by which 
this outcome could be achieved. That money could be derived from the many millions that platforms 
make from Australian consumers. I explore this idea in my article.30 

If the Government was willing to go to the effort of making online platforms pay their fair share to 
media companies via the Media Bargaining Code legislation31 (where some such companies do not 
even pay tax in Australia), then it should go to the effort of making online platforms pay their fair share 
to everyday Australians who, according to the just adjudication of our courts, are actually harmed by 
online platforms. 

 

  

                                                                    
27 As regards that subject, see generally: Martin Davies, Andrew Bell, Paul Brereton and Michael Douglas, 
Nygh’s Conflict of Laws in Australia (LexisNexis, 10th ed, 2019). 
28 See the so-called ‘SPEECH Act’, 28 USC 4101-4105. 
29 See Michael Douglas, ‘A Global Injunction Against Google’ (2018) 134 Law Quarterly Review 181; Michael 
Douglas, ‘Extraterritorial Injunctions Affecting the Internet’ (2018) 12(1) Journal of Equity 34. 
30 See Michael Douglas, ‘Suing Google, Facebook or Twitter for Defamation’ (2021) 40(2) Communications 
Law Bulletin 53, 55–7.  
31 Treasury Laws Amendment (News Media and Digital Platforms Mandatory Bargaining Code) Act 2021 
(Cth). 
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