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Abstract 47 

Changes in soil fertility during pedogenesis affect the quantity and quality of resources entering the 48 

belowground subsystem. Climate governs pedogenesis, yet how climate modulates responses of 49 

soil food webs to soil aging remains unexplored because of the paucity of appropriate model 50 

systems. We characterized soil food webs along each of four retrogressive soil chronosequences 51 

situated across a strong regional climate gradient to show that belowground communities are 52 

predominantly shaped by changes in fertility rather than climate. Basal consumers showed hump-53 

shaped responses to soil aging, which were propagated to higher-order consumers. There was a 54 

shift in dominance from bacterial to fungal energy channels with increasing soil age, while the root 55 

energy channel was most important in intermediate-aged soils. Our study highlights the overarching 56 

importance of soil fertility in regulating soil food webs, and indicates that belowground food webs 57 

will respond more strongly to shifts in soil resources than climate change. 58 

INTRODUCTION 59 

Local scale variation in soil fertility, notably the availability and supply of nutrients, is a 60 

fundamental driver of community and ecosystem properties (Grime 2001; Vitousek 2004). Both 61 

A
u

th
o

r 
M

a
n

u
s
c
ri
p

t



This article is protected by copyright. All rights reserved 

aboveground and belowground communities frequently show coordinated responses to spatial 62 

variation in soil fertility, because fertility regulates the quantity and quality of plant-derived 63 

resources that enter the soil, which in turn impacts the soil biota that influence plant nutrition and 64 

growth through both indirect and direct pathways (Berendse 1998; Wardle et al. 2004a; van der 65 

Putten et al. 2013). Soil age can be an important driver of this spatial variation. Notably, 66 

chronosequences that are of sufficient duration to include stages that have undergone ecosystem 67 

retrogression (i.e., declines in ecosystem level processes including plant productivity and 68 

decomposition), due to losses in soil nutrients over geological time scales, offer important insights 69 

into the ecological effects of changes in soil fertility (Walker & Syers 1976; Vitousek 2004; Wardle 70 

et al. 2004b; Peltzer et al. 2010). Studies of long-term chronosequences have shown that soil 71 

fertility and primary productivity initially increase up to a peak during the early ‘build-up’ phase of 72 

ecosystem development due to increases in nitrogen (N) availability, but then gradually decline due 73 

to losses of rock-derived nutrients, notably phosphorus (P) (Wardle et al. 2004, Peltzer et al. 2010, 74 

Laliberté et al. 2012). Changes in soil fertility during long-term soil and ecosystem development 75 

alter the functional composition of the vegetation, the amount and quality of resources entering the 76 

belowground subsystem (Richardson et al. 2004; Hayes et al. 2014; Zemunik et al. 2015) and the 77 

communities of organisms that constitute the soil food web and govern nutrient cycling, plant 78 

nutrition and growth (Williamson et al. 2005; Doblas-Miranda et al. 2008; Bokhorst et al. 2017). 79 

At larger spatial scales, macroclimate is also well recognized as regulating pedogenesis, the 80 

nature of soil nutrient limitation and nutrient supply for plant growth (McGroddy et al. 2004; 81 

Huston 2012) and feedbacks between plants and the belowground subsystem (Defossez et al. 2011; 82 

De Long et al. 2015). However, large-scale studies exploring these effects are frequently 83 

confounded by differences in parent material under different climatic regimes, and there is a dearth 84 

of studies on how macroclimate and soil fertility interact in their effects on above- and 85 

belowground communities and ecosystem processes when parent material is held constant (but see 86 

Bokhorst et al. 2017). Insights can potentially be derived from studies that either explore 87 

interactions between parent material and climate (Kitayama & Aiba 2002), or interactions of soils 88 

of different ages and climate within a single parent material (Kitayama et al. 1997; Porder et al. 89 

2007). For example, Porder and Chadwick (2009) showed, using a matrix of sites in Hawaii 90 

varying in soil age and climate, that ecosystem nutrient retention during pedogenesis is greatest 91 

when precipitation matches potential evapotranspiration. As such, the use of long-term 92 

chronosequences that encapsulate a wide range of soil fertilities across regional climate gradients 93 

has considerable potential for advancing understanding of how climatic constraints moderate the 94 

consequences of soil fertility for belowground community or ecosystem properties. However, to 95 

our knowledge such a test has never been performed. 96 
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The organisms in the belowground subsystem collectively comprise the soil food web, which 97 

contains three broadly-defined energy channels: bacterial-based, fungal-based and root-based 98 

(Moore & Hunt 1988; de Ruiter et al. 1995). The bacterial- and fungal-based channels influence 99 

plants indirectly by regulating the release of nutrients from labile and more recalcitrant organic 100 

matter, respectively, while the root-based channel involves mutualists (e.g., mycorrhizal fungi, 101 

nitrogen-fixing bacteria), pathogens and herbivores that interact directly with plants (Wardle et al. 102 

2004a). The interactions of soil biota with plants regulate plant growth and vegetation change (De 103 

Deyn et al. 2003; Kardol et al. 2006) and ecosystem processes both above and below ground 104 

(Berendse 1998; Sackett et al. 2010). Despite the key role of the soil food web in terrestrial 105 

ecosystem functioning, we understand little about its response to large-scale variation in soil 106 

fertility  outside of agricultural systems (Mulder et al. 2013). However, some insights have been 107 

revealed from retrogressive chronosequences in which large declines in soil fertility over time can 108 

lead to pronounced declines in densities of soil biota (Williamson et al. 2005; Doblas-Miranda et 109 

al. 2008; Peltzer et al. 2010) and increasing dominance by the fungal-based (versus the bacterial-110 

based) energy channels (Wardle et al. 2004a; Williamson et al. 2005; Bokhorst et al. 2017). How 111 

these effects of retrogression (and thus declining soil fertility; i.e., bottom-up control) on the soil 112 

food web are moderated by climate remains unexplored, but addressing this would greatly aid 113 

understanding of how macroclimate drives ecosystem change. More generally, studying the 114 

interactive effects of soil fertility and climate is important because they represent the dominant 115 

abiotic factors controlling the functioning of terrestrial ecosystems worldwide. 116 

A better understanding of the joint influences of climate and soil age on ecosystem 117 

development can be achieved through comparative analysis of multiple retrogressive 118 

chronosequences that are similar in parent material and mode of formation but differ strongly in 119 

macroclimate (Vitousek 2004). However, model systems that meet this strict requirement are very 120 

rare (but see Kitayama et al. 1997; Porder & Chadwick 2009). Here, we use a recently 121 

characterized soil age × climate gradient in south-western Australia consisting of four long-term 122 

coastal dune chronosequences (Turner et al. 2017) to determine how climate modulates changes in 123 

the soil food web that occur during long-term pedogenesis and ecosystem development. This 124 

question has not previously been explored in this way and can be addressed through our globally 125 

unique study system of comparable long term soil-aging chronosequences repeated across a strong 126 

climatic gradient. The northernmost and driest of the four chronosequences (Jurien Bay) is well 127 

characterized, and changes in soil and vegetation properties that occur during retrogression along 128 

this sequence (Laliberté et al. 2012; Hayes et al. 2014; Turner & Laliberté 2015) are consistent 129 

with those expected from the Walker and Syers (1976) model of long-term pedogenesis. For this 130 

study, we sampled an additional three long-term dune chronosequences from Jurien Bay to the 131 
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southern tip of south-western Australia that share the same mode of formation and relatively similar 132 

parent material, but which differ strongly in climate (i.e. increasing rainfall and declining 133 

temperature from north to south; Fig. 1; Turner et al. 2017). This network of chronosequences is 134 

one of only two systems worldwide that enables the study of the joint influences of climate and soil 135 

age on ecosystem development, and the only one in a Mediterranean climate region or within a 136 

global biodiversity hotspot (Hopper & Gioia 2004; Turner & Laliberté 2015; Turner et al. 2017). 137 

For each of the four sequences, we characterized five stages that encompass both the build-up 138 

and retrogressive phases of ecosystem development. For each stage we quantified vegetation cover, 139 

plant root mass, soil abiotic properties, and key components of the soil food web (i.e., major groups 140 

of soil microbes, nematodes and microarthropods). These included groups of organisms in each of 141 

the main energy channels (bacterial, fungal, root) as well as upper level predators where these 142 

channels converge. Based on the rationale that soil food webs are often strongly bottom-up 143 

controlled (Wardle and Yeates 1993, De Ruiter et al. 1995), we expected these food web 144 

components to increase in biomass in the early stages of these chronosequences as organic matter 145 

and N accumulate and root biomass increases, but decrease during late-stage retrogression as the 146 

quality and quantity of resources entering the soil declines (thus yielding a humped response to 147 

these components over time). However, we predicted that climate would moderate soil food web 148 

development across the four chronosequences. Specifically, we tested two hypotheses. First, we 149 

hypothesized that responses of the main groups of soil biota to pedogenesis would yield stronger 150 

hump-backed relationships under higher precipitation. This is because alleviation of water 151 

limitation should increase the responsiveness of the soil biota to soil fertility, and because 152 

pedogenic processes that drive soil fertility and lead to retrogression are expected to occur faster 153 

under level higher levels of precipitation (Peltzer et al. 2010; Huston 2012). Second, we 154 

hypothesized that across each of the four chronosequences the bacterial energy channels would 155 

dominate earlier than fungal channels (as fungal channels are more adapted to lower soil fertility 156 

and more recalcitrant organic matter; Wardle et al. 2004a) and that there would be an increasingly 157 

important role of the root channel (because plant biomass allocation to roots is greater under low 158 

nutrient availability; Brouwer 1963; Grime 2001), with these changes being more pronounced for 159 

the wetter sequences. For both hypotheses, we further expected that top-down control by predatory 160 

organisms could be an additional driver of abundance of organisms at lower trophic levels of the 161 

food web (Crowther et al. 2013; Kardol et al. 2016), especially during stages of ecosystem 162 

development where soil fertility is high, i.e., in the absence of bottom-up control (Crowther et al. 163 

2015). Such top-down control might be stronger under lower precipitation as higher-trophic level 164 

organisms might be less sensitive to drought. Finally, we explored how food web structure was 165 

differentially affected by soil fertility across contrasting rainfall regimes, and used structural 166 
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equation modeling (SEM) to determine how these effects were propagated through the soil food 167 

web. 168 

MATERIAL AND METHODS 169 

Study area and site selection 170 

The study was conducted along each of four coastal dune chronosequences situated across south-171 

western Australia (Fig. 1). The four dune chronosequences are positioned along a regional-scale 172 

climate gradient in which the northernmost chronosequence (Jurien Bay) is the warmest and driest 173 

and the southernmost one (Warren) is the wettest and coolest (Fig. 1). Because temperature and 174 

precipitation are very strongly correlated with each other across these four sequences (Fig. 1), we 175 

use annual water balance (i.e. precipitation – potential evapotranspiration) as our main climate 176 

variable, following Porder and Chadwick (2009). Water balance is arguably the single best and 177 

most ecologically important climatic variable in our study because it integrates both actual water 178 

supply (i.e. precipitation) as well as the driving force for water loss (i.e. potential 179 

evapotranspiration). Details on these four sequences are available in Appendix S1, Figure 1, and in 180 

Turner et al. (2017).  181 

In each chronosequence, we first selected five chronosequence stages that represented 182 

increasing soil age and pedogenic development. In Jurien Bay, these five stages correspond to the 183 

same ones described and used by Hayes et al. (2014). Delineation of chronosequence stages and 184 

methods of site selection for the Jurien Bay chronosequence have been described elsewhere 185 

(Laliberté et al. 2014; Zemunik et al. 2015). Maps showing locations of each chronosequence stage 186 

are available in Turner et al. (2017). In Jurien Bay, we randomly selected four existing plots in each 187 

of the five chronosequence stages, from a network of permanent plots used in previous studies 188 

(Laliberté et al. 2014; Zemunik et al. 2015, 2016). For the other three chronosequences 189 

(Guilderton, Yalgorup, Warren; Fig. 1), we positioned four replicate sampling plots in each of the 190 

five chronosequence stages at random positions near soil profile pits (Turner et al. 2017), ensuring 191 

that replicate plots followed the same dune from which the profile pit was dug. Plots were 10 m × 192 

10 m in size and positioned along a north-south axis. Replicate plots within each chronosequence 193 

stage were always positioned at least 50 m from each other, but ~100 m whenever possible. These 194 

plots were used for all measurements and sample collections. 195 
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Leaf area index 196 

Leaf area index (LAI) was estimated in each plot over 10-26 September 2013, using a portable 197 

plant canopy imager (CI-110, CID Bio-Science, Camas, WA, USA). We took four canopy images 198 

per plot and sampling points within each plot were separated by 7 m. Images were taken with the 199 

camera as close as possible to the ground surface to include low-lying vegetation. Images were 200 

processed using the built-in software and LAI was calculated using the gap-fraction method (Bréda 201 

2003). The four LAI measurements per plot were averaged prior to statistical analysis. 202 

Soil sampling and soil chemical analyses 203 

To quantify changes in soil chemical properties, we sampled surface soils (0-10 cm depth) in each 204 

plot, 10-26 September 2013. We collected four soil samples using a 50-mm diameter sand auger at 205 

the same positions where LAI measurements were made. Those four soil samples were bulked and 206 

homogenized at the plot level and two fresh sub-samples were taken from these for characterization 207 

of microbial and nematode communities, respectively. These sub-samples were stored in a portable 208 

refrigerator and maintained at 10 °C until further processing. The remaining sample material was 209 

air-dried for soil chemical analyses. Total carbon (C), organic C, carbonate content, total N, total P, 210 

resin-extractable P, pH, bulk density, and exchangeable cations were measured as described in 211 

Turner and Laliberté (2015). In each plot, we also sampled four 0-10 cm deep, 10-cm diameter 212 

cores using PVC pipe for extraction of soil microarthropods. Each PVC pipe was carefully inserted 213 

into the soil and retrieved with a trowel. Cores were capped and immediately transferred in a cooler 214 

for transportation from field sites. 215 

Microbial analyses 216 

Community compositional data for soil microbes was obtained for a 1 g subsample of each soil 217 

sample, by measuring phospholipid fatty acids (PLFAs) using the method of Bligh and Dyer 218 

(1959), as modified by White et al. (1979); different PLFAs represent different subsets of the soil 219 

microflora. Details of microbial analyses are available in Appendix S1. Microbial biomass data are 220 

reported both per g dry soil weight and per g organic C. We do not report results on a soil volume 221 

(or areal) basis because differences in soil bulk density among chronosequences and stages are 222 

small (Turner & Laliberté 2015; Turner et al. 2017) and analyses on a soil volume basis showed 223 

qualitatively similar patterns to those analyzed on a dry soil weight basis (results not shown). 224 
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Nematodes 225 

Nematodes were extracted from a 150 g sub-sample of each soil sample, using a sugar flotation 226 

method (Jenkins 1964), for determinations of abundance and biomass. Nematodes were heat-killed 227 

and fixed using 4% (v/v) formaldehyde. At least 150 randomly selected individuals in each sample 228 

were identified to family level. Nematodes were then allocated to five trophic groups based on 229 

Yeates et al. (1993). Details on classification into feeding groups and biomass estimation are 230 

available in Appendix S1. 231 

Microarthropods 232 

Within 72 hours after sampling, PCV cores containing soil samples were transferred into Berlese 233 

funnels for microarthropod extraction (Southwood & Henderson 2000) over a 72-hr period. 234 

Microarthropods were identified and counted; this data was used for determining abundance and 235 

biomass. Details of the classification into different feeding groups (Table S1), and biomass 236 

estimation, are available in Appendix S1. Count data from the four core samples per plot were 237 

pooled together for the purposes of analysis. 238 

Roots 239 

Once all microarthropods were extracted, we removed all roots from soil cores, bulked them at the 240 

plot level, carefully washed them over a 1-mm sieve, and oven-dried them at 60°C for four days 241 

before weighing. 242 

Statistical analyses 243 

Detailed explanation of the statistical analyses is presented in Appendix S1. Briefly, all response 244 

variables were analyzed using linear mixed-effect models. We treated chronosequence stage as a 245 

fixed effect, with random intercepts per chronosequence. To evaluate whether responses of 246 

individual variables varied across stages among chronosequences, we compared this first model to 247 

a second one that also considered random intercepts per stage nested within chronosequence, using 248 

likelihood ratio tests (Pinheiro & Bates 2000). We tested for differences among stages using post 249 

hoc Tukey tests (Hothorn et al. 2008). These analyses were conducted in R (R Development Core 250 

Team 2016) using the ‘nlme’ (Pinheiro et al. 2015) and ‘multcomp’ (Hothorn et al. 2008) 251 

packages. 252 

We used generalized multilevel path models (Shipley 2009) to test multivariate causal 253 

hypotheses linking climate, pedogenesis, and their joint influence on soil food webs. 254 
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Chronosequence stage was treated as a ranked variable. We used water balance (i.e., mean annual 255 

precipitation minus mean annual potential evapotranspiration) as a proxy for macroclimatic 256 

variation across chronosequences. Food web components were expressed on a biomass per dry soil 257 

weight basis. Most variables were log-transformed to linearize relationships. We used second-order 258 

polynomials of ‘chronosequence stage’ to model humped-back relationships (Grace et al. 2007). 259 

All variables were centered on their means to facilitate interpretation of path coefficients and to 260 

avoid multicollinearity problems due to the inclusion of interactions and polynomials (Aiken & 261 

West 1991). Path models were fitted in R (R Development Core Team 2016) using the 262 

‘piecewiseSEM’ package (Lefcheck 2016), while individual models were fitted using the ‘nlme’ 263 

package (Pinheiro et al. 2015). 264 

RESULTS 265 

Soil organic matter and vegetation 266 

Changes in soil organic matter during long-term ecosystem development varied among 267 

chronosequences (Table S2, Fig. 2a), but organic matter was lowest at the youngest stage for all 268 

sequences and highest at the intermediate stages for all sequences except Yalgorup (Fig. 1a). 269 

Changes in LAI also varied among chronosequences (Table S2, Fig. 2b); there were no differences 270 

in LAI among stages in the driest chronosequence (Jurien Bay), and a progressively stronger 271 

humped-back pattern with increasing rainfall for the other three (Fig. 2b). On average, leaf area 272 

index increased from drier to wetter climates (Fig. 2b). There were consistent increases in root 273 

weight with increasing soil age across chronosequences (Table S2, Fig. 2c), as indicated by a non-274 

significant chronosequence × stage interaction but significant overall differences among stages 275 

(Table S2). 276 

Microorganisms 277 

Changes in bacterial and fungal biomass, and the ratio of fungal to fungal plus bacterial biomass 278 

during ecosystem development, varied among chronosequences. Fungal biomass per g soil was 279 

always lowest in the youngest stage, but never differed significantly among the other four stages, 280 

although the relationship was most hump-shaped for the wettest sequence which also showed 281 

significantly (P ≤ 0.004, following post hoc tests) higher fungal biomass than the two driest ones 282 

(Fig. 3a). When expressed per g soil C, fungal biomass was much higher for the wettest sequence 283 

than for the other three sequences, but with the exception of Guilderton (which had a lower biomass 284 

in stage 1 than in stages 2 and 4), it did not change during ecosystem development (Fig. S1a). 285 
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Across the four chronosequences, bacterial biomass per g soil generally showed a hump-shaped 286 

relationship with peak biomass at intermediate stage, but the hump-shape was most pronounced for 287 

the two driest sequences (Fig. 3b). When expressed per g soil C, the hump-shaped relationships 288 

disappeared and instead bacterial biomass decreased with soil aging for Guilderton and Yalgorup 289 

(Fig. S1b). Actinomycetes, and branched and cyclic bacterial PLFAs, showed similar responses to 290 

total bacteria, both when expressed per g soil and per g soil C (Table S2; data not presented). 291 

The ratio of fungal to bacterial biomass showed a U-shaped relationship with stage for the driest 292 

chronosequence and increased at later stages for the second driest sequence, but was unresponsive 293 

for the other two sequences (Fig. 3c). 294 

Nematodes 295 

Responses of all nematode groups except omnivores to ecosystem development were consistent 296 

across the four chronosequences (Table S2). Fungal-feeding nematodes increased with soil age 297 

when expressed per g soil (Fig. 4a), but showed a U-shaped response when expressed per g soil C 298 

(Fig. S2a). Bacterial-feeding nematodes were greatest at intermediate stages when expressed per g 299 

soil (Fig. 4b), and decreased with soil age when expressed per g soil C (Fig. S2b). The ratio of 300 

fungal-feeding to fungal-feeding plus bacterial-feeding nematodes was significantly greater at the 301 

oldest stage than at the other four stages (Fig. 4c). Across chronosequences, herbivorous (plant-302 

feeding + root-associated) nematodes were highest at an intermediate stage when expressed per g 303 

soil (Fig. 4d), and at the first three stages when expressed per g plant root (Fig. S3c). For 304 

omnivorous nematodes per g soil, patterns varied across chronosequences (Table S2, Fig. 4e) with 305 

significant humped-back patterns only for the two driest sequences. There were no significant 306 

differences in the biomass of carnivorous nematodes across chronosequences or stages (Table S2; 307 

data not presented). 308 

Microarthropods 309 

For all three groups of microarthropods (fungal-feeding Collembola, fungal-feeding mites and 310 

predatory mites), responses to soil aging differed among chronosequences (Table S2, Fig. 5) when 311 

expressed per g soil. Collembola generally showed no significant responses to soil aging, except for 312 

Yalgorup (second-wettest sequence) where biomass declined from the first to the second stage (Fig. 313 

5a). Fungal-feeding mites increased in abundance with soil aging in the second-driest and wettest 314 

chronosequence, but not in the other two (Fig. 5b). Biomass of predatory mites increased with soil 315 

age in the second-driest sequence, but did not differ among stages in the other three sequences (Fig. 316 

5c). When expressed per g soil C, biomass of fungal-feeding mites was lowest in intermediate 317 
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stages in the two driest chronosequences, but did not vary among stages in the two wettest 318 

sequences (Fig. S3); it was also significantly higher (Table S2; P = 0.001, following post hoc tests) 319 

in the wettest sequence. Meanwhile Collembola biomass per g soil C did not vary across 320 

chronosequence stages (Table S2; data not presented). 321 

Structural equation modeling 322 

Our multivariate causal model linking climate, long-term soil development, and soil food webs was 323 

supported by the data (χ2

Biomasses of second- and third-order consumers, except for fungal-feeding mites and 336 

Collembola, were directly influenced by their prey within each of the different energy channels 337 

(Fig. 6). Bacterial-feeding nematodes primarily increased with bacterial biomass, and fungal-338 

feeding nematodes primarily increased with fungal biomass (Fig. 6). Finally, biomass of 339 

omnivorous and carnivorous nematodes increased with that of bacterial-feeding nematodes, while 340 

biomass of predatory mites increased with that of fungal-feeding mites (Fig. 6). 341 

 = 90.7, df = 74, P = 0.091; Fig. 6). Specifically, it showed that soil aging 324 

had large effects on basal resources (i.e., soil organic C and root biomass) while climate did not 325 

(Fig. 6). Of the basal resources, root biomass increased with soil age while soil organic C showed a 326 

hump-shaped relationship (as revealed by the importance of including ‘stage’ as a quadratic term; 327 

Fig. 6). These basal resources in turn had strong direct positive effects on biomass of first-order 328 

consumers (i.e., bacteria, fungi and herbivorous nematodes; Fig. 6). However, effects of soil aging 329 

on first-order consumers were not only manifested indirectly via the quantity of these basal 330 

resources, but also directly. These direct responses of consumers to stage were hump-shaped and 331 

could reflect differences in resource quality (Fig. 6). In addition, biomasses of bacteria and fungi 332 

were correlated with each other even after taking into account their respective common drivers 333 

(Fig. 6), suggesting that the two groups may be responding similarly to variables not included in the 334 

model. 335 

A revised model that included soil N and P concentrations (Fig. S4) was qualitatively similar, 342 

but adding these variables as potential indicators of resource quality did not assist interpretation 343 

because direct paths between stage and basal resources (i.e. soil organic C, root biomass) and basal 344 

consumers (i.e. bacteria, fungi, and root-feeding nematodes) remained significant in the model (Fig. 345 

S4). 346 

DISCUSSION 347 

Our study of belowground food webs across four long-term retrogressive soil chronosequences 348 

along a regional climate gradient highlights the overarching importance of soil fertility in regulating 349 
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the bottom-up control of food webs, relative to climate. Basal consumers showed hump-shaped 350 

responses to soil aging, which were propagated to higher-order consumers. Our study provides 351 

further support for a general shift from dominance by the bacterial to the fungal energy channel 352 

with increasing soil age (Bokhorst et al. 2017). 353 

We found partial support for our first hypothesis that the basal resources supporting the soil 354 

food web, as well as the different food web components themselves, would show hump-shaped 355 

responses to soil aging during long-term ecosystem development. For basal resources, hump-356 

shaped responses were observed for soil organic matter, but not for root biomass which increased 357 

steadily as soils aged. This increase in root biomass likely reflects greater plant allocation to roots 358 

as soil nutrient availability declines (Brouwer 1963; Grime 2001), given that soil aging across these 359 

chronosequences is associated with declining soil fertility (Turner & Laliberté 2015; Turner et al. 360 

2017). Basal consumers (i.e. bacteria, fungi, and herbivorous nematodes) often showed hump-361 

shaped relationships with soil aging. However, the higher-order consumers did not, with the 362 

exception of omnivorous nematodes in the two driest chronosequences. This could be because prey 363 

abundance does not explain all of the variation in higher-order consumers; other sources of 364 

variation can ‘mask’ the hump-shaped signal of prey abundance. Instead, our multivariate causal 365 

model showed that higher-order consumers (and, to a lesser extent, basal consumers) were 366 

controlled primarily by the abundance of their prey, suggesting primarily an indirect effect of soil 367 

age. Overall, our results are consistent with soil aging having strong direct effects on basal 368 

resources, and with these effects being propagated through the soil food web (Williamson et al. 369 

2005; Doblas-Miranda et al. 2008; Bokhorst et al. 2017). 370 

Hump-shaped responses of bacteria and fungi to soil aging were primarily driven by changes in 371 

soil organic matter quantity, rather than quality. Indeed, once bacterial and fungal biomass was 372 

expressed on a soil organic C basis (as opposed to on a soil weight basis) to account for potential 373 

differences in resource quantity, the hump-shaped responses of these organisms to soil aging 374 

largely disappeared. However, even though bacteria and fungi were mostly driven by soil organic 375 

matter quantity, our multivariate causal model showed additional direct effects of soil aging, which 376 

could be reflective of changes in resource quality. Further, hump-shaped response of herbivorous 377 

nematodes (per g soil) to soil aging, which are in line with previous studies (Doblas-Miranda et al. 378 

2008), was reflective of both changes in resource quantity (i.e. root biomass increasing from stage 1 379 

to 3) and resource quality (i.e. lower herbivorous nematode biomass per unit root mass in stages 4 380 

and 5). Although we did not measure root quality in our study, foliar and fine root nutrient 381 

concentrations are generally correlated (Freschet et al. 2010; Reich 2014), and previous studies 382 

along the Jurien Bay chronosequence have shown strong declines in foliar nutrients during 383 
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retrogression (Hayes et al. 2014). Therefore, declines in root nutrient concentrations might explain 384 

the decline in herbivorous nematodes from stages 3 to 5, despite higher root mass in these soils. 385 

We found equivocal support for our hypothesis that macroclimate moderates soil food web 386 

responses to soil aging. On one hand, individual analyses of responses of soil microbiota (bacteria 387 

and fungi) and microarthropods often showed variable responses to soil aging across the different 388 

chronosequences. For example, hump-shaped responses of leaf area index (which influences the 389 

amount of leaf litter entering the soil) and fungal biomass to soil aging became more pronounced in 390 

wetter climates which was in line with our hypothesis; the changes in fungal biomass are likely to 391 

be reflective of the importance of bottom-up regulation for fungi (Wardle & Yeates 1993; de Ruiter 392 

et al. 1995). On the other hand, responses to soil aging of root biomass, as well as biomass of all 393 

nematode groups except omnivores, were not influenced by climate and were consistent across the 394 

four chronosequences. In addition, our multivariate causal model showed that soil aging, but not 395 

macroclimate, had strong effects on basal resources, which were propagated through the food webs. 396 

Overall, our structural equation modelling results show that while climate moderated responses of 397 

some food web components in the manner predicted by our hypothesis, effects of climate were 398 

frequently overridden by those of soil aging. 399 

The relatively modest effect of climate, and the consistent responses of root biomass and most 400 

nematode groups to soil aging, was unexpected given the large differences in macroclimate across 401 

the four dune chronosequences (i.e. annual water balance ranged from 900 mm deficit in Jurien Bay 402 

to 52 mm excess in Warren) as well as the known importance of precipitation as a driver of 403 

nematode communities at both local (Kardol et al. 2010) and regional (Chen et al. 2015) scales. 404 

This suggests that nutrient limitation during pedogenesis has stronger effects on soil food webs than 405 

do large differences in climate. However, the importance of soil fertility in our study might in part 406 

reflect the fact that differences in soil nutrients across each of these four long-term 407 

chronosequences are relatively large. For example, the ~60-fold range in total soil [P] in Jurien Bay 408 

is comparable to that found across all ecosystems worldwide, making it one of the strongest natural 409 

soil fertility gradients characterized to date (Turner & Laliberté 2015). 410 

We found partial evidence for our second hypothesis predicting a shift from the bacterial to the 411 

fungal energy channel with soil aging; notably the ratio of fungal-feeding nematodes to fungal + 412 

bacterial-feeding nematodes was consistently greatest in the oldest soils. Our finding that the 413 

response of this ratio to soil aging was invariant across the four chronosequences is, however, 414 

contrary to our hypothesis that it would be more pronounced in wetter climates. The consistency in 415 

this response suggests that the greater relative importance of fungal (versus bacterial) energy 416 

channel with declining soil fertility (Wardle et al. 2004a; Williamson et al. 2005; Doblas-Miranda 417 

et al. 2008; Bokhorst et al. 2017) may be a widespread pattern across contrasting climates. 418 
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However, contrary to nematodes, increases in fungal biomass relative to bacterial biomass with soil 419 

aging were only observed for one of the four chronosequences (Guilderton), which may be due to 420 

differential importance of top-down regulation of fungal and bacterial biomass by their consumers 421 

(Wardle & Yeates 1993; de Ruiter et al. 1995; Moore et al. 2003). But, contrary to our expectation, 422 

these data did not indicate that the strength of top-down control increased in drier climates, further 423 

supporting our finding that bottom-up control through nutrient limitation is the main driver of soil 424 

food web development during long-term ecosystem development. Further, our hypothesis 425 

predicting that the relative importance of the root energy channel for the soil food web would 426 

increase with soil aging was not supported. Indeed, even though root biomass showed a consistent 427 

increase with soil aging across all four chronosequences, the response of herbivorous nematodes to 428 

soil aging was hump-shaped, suggesting that declines in root quality during retrogression diminish 429 

the importance of the root energy channel. The importance of root quality in driving densities of 430 

root feeding organisms has also been suggested for shorter term successional sequences (Holtkamp 431 

et al. 2008). 432 

By sampling a regional soil age × climate gradient, we were able to determine how 433 

macroclimate moderates soil food web responses to long-term soil aging during both the build-up 434 

and retrogressive phases of ecosystem development. Contrary to our hypotheses, we found that 435 

climate had relatively small and often variable effects on soil food webs compared to the large 436 

effects of soil aging. In fact, our results showed consistent responses to soil aging for several food 437 

web components (notably nematodes) across the four chronosequences, despite important 438 

differences in climate. This result was unexpected given the strong role of climate in pedogenesis 439 

(Porder & Chadwick 2009; Huston 2012). Our use of structural equation modeling provided 440 

additional insights about the cascading effects of soil aging on soil food webs through effects on 441 

basal resources, highlighting the importance of bottom-up controls within the different energy 442 

channels. We note, however, that for quantitative insights on flux rates across trophic levels of the 443 

soil food web other methods would be needed (e.g., isotopic tracers) (Rousk 2016). In conclusion, 444 

our study highlights some consistencies regarding the role of soil aging and associated nutrient 445 

limitation in regulating soil food webs across contrasting climatic conditions, and in how changes 446 

in basal resources with soil age are propagated to higher trophic levels (Wardle et al. 2004a; 447 

Williamson et al. 2005; Doblas-Miranda et al. 2008). Our finding that effects of nutrient limitation 448 

on belowground food webs overwhelm those of climate suggests that global environmental changes 449 

that directly or indirectly affect soil nutrient availability should have stronger impacts on 450 

belowground communities than changes in climate. These insights are important in our thinking 451 

about how global changes impact on terrestrial ecosystems.  452 
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Figure legends 615 

 616 

Figure 1. Climatic data and photos showing changes in vegetation during ecosystem development 617 

for each of the four chronosequences. Age estimations are based on soil maps, soil characteristics 618 

and degree of pedogenesis (ref). Climate data are from Turner et al. (2017). Photo credits: P. 619 

Kardol, E. Laliberté, F. Teste, B. Turner and G. Zemunik. PET = potential evapotranspiration. 620 

 621 

Figure 2. (a) Soil organic carbon, (b) leaf area index (LAI), and (c) root weight (0-10 cm depth). 622 

Bar heights represent means (n = 4) and error bars are 95% confidence intervals from linear mixed-623 

effect models. Different letters indicate statistically significant differences (P ≤ 0.05) among stages 624 
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within each chronosequence. Linear mixed effects model outputs for these data are given in Table 625 

S2. Root weight data are averaged across all sequences because responses to chronosequence stage 626 

did not differ among sequences. 627 

 628 

Figure 3. (a) Fungal biomass, (b) bacterial biomass, and (c) the ratio (fungal biomass)/(fungal + 629 

bacterial biomass) along the four chronosequences. Microbial biomass was calculated from PLFA 630 

data and reported on a dry soil weight basis. Bar heights represent means (n = 4) and error bars are 631 

95% confidence intervals from linear mixed-effect models. Different letters indicate statistically 632 

significant differences (P ≤ 0.05) among stages within each chronosequence. Linear mixed effects 633 

model outputs for these data are given in Table S2. 634 

 635 

Figure 4. Nematode biomass along the four chronosequences categorised into different feeding 636 

groups: (a) fungal feeders, (b) bacterial feeders, (c) ratio of fungal-feeders to (fungal feeders + 637 

bacterial-feeders), (d) plant feeders and root associates, and (e) omnivores. Bar heights represent 638 

means (n = 4) and error bars are 95% confidence intervals from linear mixed-effect models. 639 

Different letters indicate statistically significant differences (P ≤ 0.05) among stages within each 640 

chronosequence. Linear mixed effects model outputs for these data are given in Table S2. For 641 

panels (a) to (d) data are averaged across all sequences because responses to chronosequence stage 642 

did not differ among sequences. 643 

 644 

Figure 5. Microarthropod biomass along the four chronosequences: (a) fungal-feeding mites, (b) 645 

predatory mites, and (c) fungal-feeding Collembola. Bar heights represent means (n = 4) and error 646 

bars are 95% confidence intervals from linear mixed-effect models. Different letters indicate 647 

statistically significant differences (P ≤ 0.05) among stages within each chronosequence. Linear 648 

mixed effects model outputs for these data are given in Table S2. 649 

 650 

Figure 6. Generalized multilevel path model showing the direct and indirect pathways through 651 

which long-term soil and ecosystem development and climate together influence soil food webs. 652 

Here, soil and ecosystem development is represented by chronosequence stage, while climate is 653 

represented by the water balance (= rainfall - potential evapotranspiration). The model was 654 

supported by the data (�2 = 90.7, df = 74, P = 0.091). Arrows represent the flow of causality. 655 

Double-headed arrows represent correlated errors, with no hypothesized directed causal 656 

relationship. Solid arrows represent statistically significant (P ≤ 0.05) relationships, while dashed 657 

grey arrows represent non-significant relationships. Arrow width is proportional to the standardized 658 

path coefficients. Unstandardized path coefficients associated with each solid arrow are shown. 659 
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Stage2 is a second-order polynomial used to model humped-back responses to ecosystem 660 

development. TL = trophic level; Carniv. = carnivorous; Omniv. = omnivorous. *P ≤ 0.05, **P ≤ 661 

0.01, ***P ≤ 0.001, ****P ≤ 0.0001. 662 
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Guilderton

• Latitude: 31° 38' S

• Annual rainfall: 653 mm 

• Mean PET: 1403 mm

• Water balance: -750 mm

• Mean annual T: 18.4 C

Yalgorup

• Latitude: 32° 80' S

• Annual rainfall: 943 mm 

• Mean PET: 1300 mm

• Water balance: -357 mm

• Mean annual T: 17.3 C

Warren

• Latitude: 34° 61' S

• Annual rainfall: 1185 mm 

• Mean PET: 1133 mm

• Water balance: 52 mm

• Mean annual T: 15.2 C

Jurien Bay

• Latitude: 30° 22' S

• Annual rainfall: 533 mm 

• PET: 1433 mm

• Water balance: -900 mm

• Mean annual T: 19.0 C

Youngest (stage 1)

Age: 10-100 years

Middle (stage 3)

Age: Mid-Holocene

Oldest (stage 5)

Age: Early Pleistocene

Figure 1
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