
© 2013 IEEE

This is pre-copy-editing, author-produced version of an article accepted for publication, following peer review. The definitive published version is located at http://dx.doi.org/10.1109/ICIP.2013.6738867

This version was made available in the UWA Research Repository on 4 March 2015, in compliance with the publisher’s policies on archiving in institutional repositories.

Use of the article is subject to copyright law.
ABSTRACT

This paper presents a novel image descriptor called Derivative Variation Pattern (DVP) and its application to face and palmprint recognition. DVP captures image variations in both the frequency and the spatial domains. The effects of uncontrolled illumination are compensated in the frequency domain by discarding the illumination affected frequencies. Image pixels are encoded as binary patterns based on the higher-order spatial derivatives computed in the spatial domain. The proposed descriptor was evaluated on the Extended Yale-B and FERET face databases, and the PolyU palmprint database. Experimental results demonstrate the effectiveness of the DVP descriptor in both the face and the palmprint recognition tasks under uncontrolled illuminations.

Index Terms— Derivative pattern, spatial domain, frequency domain, descriptor, recognition.

1. INTRODUCTION

Image representation and recognition has attracted much attention during the past few years and the effectiveness of local descriptors has been established in this area. Most image representation methods use only the spatial domain to compute features. The Local Binary Pattern (LBP) operator [1] encodes the local structures of images by comparing each pixel within a neighborhood. LBP was originally proposed for texture analysis however, it has been extended to many applications such as facial image analysis [2], image and video retrieval [3], and motion analysis [4]. Guo et al. [5] proposed Completed LBP (CLBP) for texture classification by representing local regions using the center pixels and a local difference sign-magnitude transform. LBP Variance (LBPV) [6] is a rotation-invariant operator that aligns the LBP histogram of the orientation estimation of the image and uses the histogram’s local information for texture classification.

Zhang et al. [7] proposed an object descriptor called Local Derivative Pattern (LDP) that models the high-order local derivative variations. The LDP templates extract high-order local information by encoding various distinctive partial relationships contained in the local regions. Vu et al. [8] introduced a descriptor for object representation called Patterns of Oriented Edge Magnitudes (POEM). POEM is an oriented feature that computes the gradient orientation of the pixels incorporating the gradient information of the pixel’s neighborhood. Radon Representation-based Feature Descriptor (RRFD) was proposed by Liu et al. [9] for texture classification. RRFD converts pixels into Radon-pixels using the Radon transform [10] and then projects the Radon-pixels onto a feature space that is invariant to geometric affine transformations. RRFD extracts Radon features that are invariant against geometric affine transformations as well as illumination variations.

While most researchers have used the spatial domain for image representation, others have considered only the frequency domain for image description. Celik et al. [11] proposed a texture classifier which exploits both the magnitude and the phase of the Dual-Tree Complex Wavelet Transform (DT-CWT) sub-bands by extracting a texture feature vector from the magnitude and the phase of DT-CWT sub-bands. Xu et al. [12] proposed a texture descriptor based on Multi-fractal spectrum (MFS) [13] defined on a multi-orientation wavelet pyramid including low-frequency wavelet components [14] and wavelet leaders [15]. MFS is estimated for each individual component in the wavelet pyramid (low-frequency component and high-frequency component and wavelet leaders).

In this paper, we present a novel image descriptor called Derivative Variation Pattern (DVP). DVP describes the image by characterizing pixels with a binary code extracted from both the spatial and frequency variations making an invariant feature to illumination conditions. We evaluate the proposed method under uncontrolled illuminations for the tasks of face and palmprint recognition using the standard Extended Yale-B [16] and FERET [17] face databases and the PolyU palmprint database [18].
2. DERIVATIVE VARIATION PATTERN (DVP)

External conditions, especially lighting, affect the appearance of an object in an image and consequently the image’s frequency coefficients [19]. However, when the light source is far from the object, it is possible to represent the lighting condition by defining the intensity of the light as a function of its direction. According to Lambert’s law [20], if an object with the reflectance \( r(x, y) \) and the normal vector \( \hat{n}(x, y) \) is under the lighting condition \( l(x, y) \), the intensity of the captured image \( f(x, y) \) can be modeled using the Lambertian reflectance property [19] as

\[
f(x, y) = r(x, y) \cdot \max[l(x, y) \cdot \hat{n}(x, y), 0]
\]  

(1)

where \( \max(\cdot, \cdot) \) denotes the maximum operator.

Assuming that the light source is far from the object’s surface, we can approximate Equation (1) as

\[
f(x, y) \approx r(x, y) \cdot l(x, y)
\]  

(2)

where \( r(x, y) \) and \( l(x, y) \) denote the reflectance and the illumination parts of the object’s surface, respectively.

In Equation (2), \( l(x, y) \) is dependent on the illumination changes; while the reflectance part \( r(x, y) \) is invariant to illumination changes. We can separate these two parts to obtain an illumination-invariant image of the given object. Since only \( f(x, y) \) is known in an image, it is not possible to separate \( r(x, y) \) from \( l(x, y) \). Therefore, we change the product in Equation (2) to summation by taking the logarithmic transform as

\[
\log(f(x, y)) = \log(r(x, y)) + \log(l(x, y))
\]  

(3)

where \( F(x, y) \), \( R(x, y) \), and \( L(x, y) \) are the logarithm of the captured image, the reflectance, and the illumination condition, respectively.

Given the logarithm of the captured image, \( F(x, y) \), we compute and remove the effect of the illumination condition in the frequency domain. Using the Total Variation (TV-L) model [21], the illumination variation of the captured image, \( L^*(x, y) \), can be approximated as

\[
L^*(x, y) = \arg\min_L \int \left( \|
abla L(x, y)\| + \lambda\|F(x, y) - L(x, y)\|_1 \right) dxdy
\]  

(4)

where \( \lambda \) is a parameter that balances the first and the second terms of Equation (4) and “1” subscript denotes the L-1 norm [22].

Substituting \( R(x, y) = F(x, y) - L(x, y) \) from Equation (3) in Equation (4) leads us to an estimation of the reflectance part, \( R^*(x, y) \), (neglecting the \( F(x, y) \) term as a fixed term in the left side of the equation) as

\[
R^*(x, y) = \arg\min_R \int \left( \|
abla (F(x, y) - R(x, y))\| + \lambda\|R(x, y)\| \right) dxdy
\]  

(5)

Since the illumination condition, \( L(x, y) \), varies slower than the reflectance, \( R(x, y) \) [23], we estimate \( R^*(x, y) \) from \( F(x, y) \) by adjusting the low-frequency components and keeping the high-frequency components. Here, we define the low-frequency components which are affected by the illumination changes with a novel method. For this purpose, we use Discrete Cosine Transform (DCT) [24] to transform the image \( F(x, y) \) from the spatial domain to the frequency domain and eliminate the frequency variation by discarding the low-frequency sub-bands that are most affected by the illumination changes.

Given the logarithm of the captured image, \( F(x, y) \), the Discrete Cosine Transform (DCT) of the logarithmic captured image is defined as

\[
\hat{F}(u, v) = DCT\{F(x, y)\}
\]  

(6)

where \( \hat{F}(u, v) \) is the DCT transform of the logarithmic captured image.

Using the DCT transform, we define \( 2N - 1 \) frequency sub-bands for the given \( N \times N \) image. For an \( N \times N \) image, the sub-bands are numbered from 1 to \( 2N - 1 \) (see Figure 1).

![Fig. 1: Definition of the frequency sub-bands in DCT space.](image)

Discarding the most affected frequency sub-bands in the DCT space and using the inverse DCT function, we compute an illumination compensated image \( \hat{R}_n(x, y) \) as

\[
\hat{R}_n(x, y) = IDCT\{\hat{F}(u, v) \cdot Q_n(u, v)\}
\]  

(7)

where \( IDCT\{\cdot\} \) denotes the Inverse Discrete Cosine Transform and \( Q_n(u, v) \) is a mask matrix in which the most affected frequency sub-bands are zeros and others are ones.

In order to determine the best mask matrix \( Q_n(u, v) \), we define a cost function using Equation (5) as

\[
J(F(x, y), \hat{R}_n(x, y)) = \arg\min_n \int \left( \|
abla (F(x, y) - \hat{R}_n(x, y))\| + \lambda\|\hat{R}_n(x, y)\| \right) dxdy
\]  

(8)

where \( F(x, y) \) is the original logarithmic input image and \( \hat{R}_n(x, y) \) is an image in which the most affected frequency sub-bands are discarded using Equation (7).

By removing the frequency sub-bands, sequentially, and computing the cost function in Equation (8), we determine the frequency sub-band in which the cost function is minimum. The minimum of the cost function corresponds to
the least frequency variation in the image caused by illumination changes. In this way, we discard the affected low-frequency sub-bands and obtain an illumination compensated image \( \tilde{R}_n(x, y) \) which is used for the spatial image description.

In order to define the spatial descriptor, we consider each pixel as the center of a circle with radius \( r \) (see the bold circle in Figure 2). This circle specifies a neighborhood called the primary circle. We draw another circle, centered on the primary circle’s pixels, with the same radius \( r \) (see the dashed circle in Figure 2) which specifies another neighborhood called the secondary circle.

![Fig. 2: Defining the primary and the secondary circles.](image)

Assuming that the gray level of the central pixel is \( \tilde{R}_n^C(x, y) \), the gray level of the neighbors on the primary circle are defined as

\[
\tilde{R}_{n,i}^{PC}(x, y) = \tilde{R}_n(x - r \sin(\theta_i), y + r \cos(\theta_i))
\]

where \( \tilde{R}_{n,i}^{PC}(x, y) \), \( i = 1, \ldots, 8r \), denotes the gray level of the primary circle’s pixels. \( r \) is the radius of the circles and \( \theta_i \) is the angle between the \( x \) axis and the \( i \)-th neighbor in the primary circle.

Each point on the primary circle is surrounded by \( 8r \) neighbors on the secondary circle that their gray levels are defined as

\[
\tilde{R}_{n,j}^{SC}(x_j, y_j) = \tilde{R}_n(x_i - r \sin(\varphi_{ji}), y_i + r \cos(\varphi_{ji}))
\]

where \( \tilde{R}_{n,j}^{SC}(x_j, y_j) \), \( j = 1, \ldots, 8r \), denotes the \( j \)-th neighbor of the \( i \)-th pixel on the primary circle. \( \varphi_{ji} \) is the angle of the \( j \)-th neighbor of the \( i \)-th pixel on the primary circle with respect to the \( x \) axis.

Using Equations (9) and (10), we compute the first-order spatial derivatives as

\[
\tilde{R}_{n,i,\theta}^{(1)}(x, y) = \tilde{R}_{n,i}^{PC}(x, y) - \tilde{R}_n^C(x, y)
\]

\[
\tilde{R}_{n,j,\varphi}^{(1)}(x, y) = \tilde{R}_{n,j}^{SC}(x, y) - \tilde{R}_{n,i}^{PC}(x, y)
\]

where \( \tilde{R}_{n,i,\theta}^{(1)}(x, y) \) and \( \tilde{R}_{n,j,\varphi}^{(1)}(x, y) \) denote the first-order derivative within the primary circle and the first-order derivative between the primary and the secondary circle, respectively.

The second-order derivative in the primary circle, \( \tilde{R}_{n,i,\theta}^{(2)}(x, y) \), and the second-order derivative between the primary and the secondary circles, \( \tilde{R}_{n,j,\varphi}^{(2)}(x, y) \), are defined as

\[
\tilde{R}_{n,i,\theta}^{(2)}(x, y) = \tilde{R}_{n,i}^{PC(1)}(x, y) - \tilde{R}_n^{C(1)}(x, y)
\]

\[
\tilde{R}_{n,j,\varphi}^{(2)}(x, y) = \tilde{R}_{n,j}^{SC(1)}(x, y) - \tilde{R}_{n,i}^{PC(1)}(x, y)
\]

Generally, the \( m \)th-order derivatives are calculated based on the \( (m - 1) \)th-order as

\[
\tilde{R}_{n,i,\theta}^{(m)}(x, y) = \tilde{R}_{n,i}^{PC(m-1)}(x, y) - \tilde{R}_n^{C(m-1)}(x, y)
\]

\[
\tilde{R}_{n,j,\varphi}^{(m)}(x, y) = \tilde{R}_{n,j}^{SC(m-1)}(x, y) - \tilde{R}_{n,i}^{PC(m-1)}(x, y)
\]

Using the \( m \)th-order derivative within the primary circle and between the primary and the secondary circles, we define the \( m \)th-order Derivative Variation (DV) for the image \( \tilde{R}_n(x, y) \) as

\[
DV_{\tilde{R}_n}^{(m)}(\tilde{R}_n(x, y)) = \{|u(\tilde{R}_{n,i,\theta}^{(m)}(x, y) \cdot \tilde{R}_{n,j,\varphi}^{(m)}(x, y))| \quad i = 1, \ldots, 8r \text{ & } j = 1, \ldots, 4r\}
\]

where \( DV_{\tilde{R}_n}^{(m)}(\tilde{R}_n(x, y)) \) returns the \( m \)th-order derivative variation using a neighborhood with radius \( r \), and \( u(\cdot) \) is the unit step function.

Using the \( m \)th-order derivative variation, we compute the \( m \)th-order Derivative Variation Pattern (DVP) of the image as

\[
DV_{\tilde{R}_n}^{(m)}(\tilde{R}_n(x, y)) = \sum_{k=1}^{32r^2} DV_{\tilde{R}_n}^{(m)}(\tilde{R}_n(x, y)) \cdot 2^{32r^2-k}
\]

where \( DV_{\tilde{R}_n}^{(m)}(\tilde{R}_n(x, y)) \) is the \( k \)-th component of the \( m \)th-order derivative variation computed using Equation (17).

Figure 3 illustrates the extraction of DVP on a face image. Notice that as the order of the operator increases, details are extracted from the image even in adverse lighting conditions.

![Fig. 3: Extracted DVPs.](image)

**3. EXPERIMENTAL RESULTS**

We evaluate the performance of the proposed method using Extended Yale-B [16] and FERET [17] face databases and the
PolyU palmprint database [18]. The Extended Yale-B face database contains a total of 38 subjects with severe illumination variations. Each subject was imaged under nine poses and 64 different illumination conditions. The FERET face database consists of a total of 14,051 gray-scale images representing 1,199 individuals. The images contain variations in lighting, facial expression, pose angle, etc. In this work, only the frontal face images are considered. The PolyU palmprint database contains 7,752 gray-scale images corresponding to 386 different palms (around twenty samples per subject). All the frontal face images were normalized by aligning the location of the eyes and cropped to 160 × 160 pixels, while the palmprint images were cropped to 128 × 128 regions of interest. The first face/palmprint image from each subject was selected to make a gallery set and all the remaining frontal images were used as the probe.

First, the parameter of the proposed algorithm (i.e. \( r \)) is determined using a randomly selected dataset from the Extended Yale-B database. Our results show that the optimum values for the primary and the secondary circles’ radius is \( r = 1 \). Hence, we select \( r = 1 \) in all the experiments.

Second, the rank-1 recognition rate of the proposed algorithm is computed using DVPs with different orders for the three databases (see Figure 4). As can be seen, the recognition accuracy is significantly improved when the order of local pattern is increased from the first-order DVP to the second-order DVP in all databases. Then, the performance drops when the DVP’s order increases. These results prove the effectiveness of the second-order DVP in extracting more discriminative information even with severe illumination variation. Therefore, we use second-order DVP in the remaining experiments.

Finally, the rank-1 recognition rates of DVP on the face and palmprint databases are compared to the state-of-the-art approaches (see Table 1 and Table 2). As can be seen from Table 1, DVP achieves 6.25% and 7.15% performance improvement over LBP and LDP on the FERET face database, respectively. It also improves the recognition accuracy by 24.10%, 7.10%, 1.90%, and 1.04% over LBP, LDP, Sparse Representation-based Classification (SRC) [25], and Gradientfaces [26] methods respectively on the Extended Yale-B face database showing that the DVP significantly improves the performance of the face recognition system even in adverse lighting conditions.

In Table 2, the rank-1 recognition rate of DVP and other benchmark palmprint recognition approaches are reported. Here, DVP achieves 98.32% identification rate compared to 84.67%, 93.33%, and 95.71% identification rates for 2D Locality Preserving Projections (2DLPP) [27], 2D Local Graph Embedding Discriminant Analysis (2DLGEDA) [28], and Discriminant Projection Embedding (DPE) [29], respectively. Hence, DVP outperforms current benchmark techniques for palmprint identification.

**Table 1**: Comparison the rank-1 recognition rate (%) of DVP and the benchmarks in the face recognition task.

<table>
<thead>
<tr>
<th>Method</th>
<th>Extended Yale-B</th>
<th>FERET</th>
</tr>
</thead>
<tbody>
<tr>
<td>*LBP [2]</td>
<td>75.90</td>
<td>92.70</td>
</tr>
<tr>
<td>*LDP [7]</td>
<td>92.90</td>
<td>91.80</td>
</tr>
<tr>
<td>SRC [25]</td>
<td>98.10</td>
<td>N/A</td>
</tr>
<tr>
<td>Gradientfaces [26]</td>
<td>98.96</td>
<td>N/A</td>
</tr>
<tr>
<td>DVP</td>
<td>100</td>
<td>98.95</td>
</tr>
<tr>
<td>*The results are from [7]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 2**: Comparison the rank-1 recognition rate (%) of DVP and the benchmarks in the palmprint recognition task.

<table>
<thead>
<tr>
<th>Method</th>
<th>PolyU</th>
</tr>
</thead>
<tbody>
<tr>
<td>2DLPP [27]</td>
<td>84.67</td>
</tr>
<tr>
<td>2DLGEDA [28]</td>
<td>93.33</td>
</tr>
<tr>
<td>DPE [29]</td>
<td>95.71</td>
</tr>
<tr>
<td>DVP</td>
<td>98.32</td>
</tr>
</tbody>
</table>

**4. CONCLUSION**

A novel image descriptor called Derivative Variation Pattern (DVP) is proposed which simultaneously captures the spatial and the frequency domain features of an image. An image is first transformed to the frequency domain using Discrete Cosine Transform, and the low-frequency sub-bands that are most affected by the illumination variation are discarded. This makes the algorithm invariant to illumination changes. In the spatial domain, a binary code is obtained by taking radial derivatives along two circular paths. The proposed DVP descriptor was tested on three standard databases and compared to benchmark techniques for the task of person identification. Our results show the effectiveness of the proposed method.
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