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ABSTRACT 

We are already living in an algorithmic society. AI policies and regulations are now emerging at the same 
time as more is learned about the implications of bias in machine learning sets, the surveillance risks of 
smart cities and facial recognition, and automated decision-making by government, among many other 
applications of AI and machine learning. Each of these issues raises concerns around ethics, privacy, and 
data protection. This paper introduces some of the key AI regulatory developments to date and 
engagement by libraries in these processes. While many AI applications are largely emergent and 
hypothetical in libraries, some mature examples can be identified in research literature searching, 
language tools for textual analysis, and access to collection data. The paper presents a summary of how 
library activities such as these are represented in national AI plans and ways that libraries have engaged 
with other aspects of AI regulation including the development of ethical frameworks. Based on the 
sector’s expertise in related regulatory issues including copyright and data protection, the paper suggests 
further opportunities to contribute to the future of ethical, trustworthy, and transparent AI.  

Navigating AI definitions, applications, and challenges 

Varying definitions of artificial intelligence have emerged over the decades. These definitions are 
summarised as being concerned with systems that think like humans, act like humans, think rationally, 
and act rationally (Russell & Norvig, 2020). Yet there is no clear consensus among researchers on a 
particular definition, and AI thus remains somewhat difficult to define (Bringsjord & Govindarajulu, 
2020). This is further complicated by the emergence of AI regulation which has spurred the creation of 
additional policy-focused definitions that differ from those preferred by AI researchers. This has 
consequences for developing a shared understanding of what AI is, and for developing effective 
regulation. In a recent study, researchers centre system and technical elements in their definitions, while 
policymakers focus on how systems compare to human thought or behaviour (Krafft et al., 2020). Krafft  
suggests that the OECD’s policy-focused definition effectively reaches across the domains of research 
and policy and this definition also frames this paper, “An AI system is a machine-based system that can, 
for a given set of human-defined objectives, make predictions, recommendations, or decisions influencing 
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real or virtual environments. AI systems are designed to operate with varying levels of autonomy” 
(OECD, 2019). Many definitions of AI will continue to be used and created, reflecting different 
perspectives and agendas. The profession will need to engage with a range of definitions and frames when 
implementing AI technologies in practice and influencing AI regulation.  

AI has numerous applications and sub-fields, several of which are focused on data, text, and images. 
Many of these are used in commercial applications and by governments including machine learning and 
Natural Language Processing (NLP). Machine learning and algorithms now underpin everyday 
information systems such as internet search engines and social media. However, numerous scholars have 
documented issues in machine learning datasets in social media including racial, gender, and disability 
bias, and an over-reliance on algorithmic content moderation that can amplify misinformation (Klonick, 
2020; Vaidhyanathan, 2021). The use of algorithms and automated decision-making by companies and 
governments can have profound impacts on livelihoods. AI methods are increasingly used in complex 
issues to make decisions about people like selecting job candidates, and allocating government services 
and welfare payments (Krafft et al.). In Australia, some of the potential risks associated with the use of 
automated decision-making are widely known due to the “Robodebt” case when hundreds of thousands of 
people received letters falsely stating that they owed large debts to the government. The error was traced 
to an algorithm used to identify welfare payment recipients incorrectly matched with other datasets in the 
taxation office (Henriques-Gomes, 2021).  

Algorithmic bias is further complicated by a lack of algorithmic transparency (DeNardis, 2020). Some 
have referred to the inner workings of algorithms as “black boxing”. Latour initially used the term “black 
boxing” to refer to the way scientific and technical work is rendered invisible by its success (DeNardis, 
2020; Latour, 2000). Others later expanded on the role of data in society and observed that many 
algorithms developed by corporations cannot be scrutinised (Brevini & Pasquale, 2020). Algorithmic bias 
and lack of transparency have an outsized effect on everyday life and have spurred research, ethical 
frameworks, and regulatory recommendations. For example, a recent Australian report on Human Rights 
and Technology recommended the development of accountability mechanisms for government and 
corporations, and compliance with anti-discrimination laws to promote algorithmic fairness (Australian 
Human Rights Commission, 2021). In addition, AI may negatively impact human rights including 
freedom of expression and privacy (Gorwa et al., 2020; Langvardt, 2017). The way that multiple data 
points about people and their behaviours are compiled from different platforms and datasets can have 
downstream impacts on privacy (Solove, 2021). Library and freedom of expression groups alike have 
raised the need to further explore the human rights impacts of AI (IFLA FAIFE, 2020; Transparency 
International & Article 19, 2018).  

Adoption of AI methods in libraries and intersection with ethical dilemmas 

The growth in image, text, and data research methods using AI across a wide range of fields means that 
there are already several mature examples of data and collection AI projects developed by researchers and 
libraries. AI is already being used in libraries and research to support new forms of computational 
research, discovery, and reuse of library collections in new and engaging ways. AI is also widely used in 
applications such as literature searching, evidence summaries, and related fields such as digital 
humanities and data science. Natural Language Processing (NLP) assists in text processing and discourse 
analysis. These techniques have been applied to a broad range of research fields including optical 
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character recognition of historic texts, topic modelling in political speeches, and AI-enhanced literature 
searching. Initiatives in libraries include historical newspaper data projects at the British Library, AI-
enhanced OCR at the Koninklijke Bibliotheek (National Library of the Netherlands), relevance searching 
in the medical database PubMed, and the formation of the Artificial Intelligence for Libraries, Archives & 
Museums (AI4LAM) community (Babski et al., 2022; Heathman, 2017). The potential of these methods 
has been greatly enhanced by access to computing, but also legal reforms.  

While there are many positive applications of AI in libraries and research, there are also a range of 
concerns. Given the breadth of AI applications that affect daily life and the lack of transparency, it is 
unsurprising that debates to date about AI in the library and information profession have been extremely 
wide-ranging. These range from human rights and ethical dilemmas, concerns about state and private 
surveillance, the rise of smart cities and facial recognition, to questions about how people will develop 
algorithmic literacy (Bradley, 2019; Cox, 2020; Fister, 2020; Hernandez-Perez, 2019; IFLA FAIFE, 
2020; Padilla, 2019). Libraries create and provide access to enormous amounts of information across 
numerous datasets and hold a significant amount of personal data. AI methods are already being touted as 
a feature of many products by library vendors (Hervieux & Wheatley, 2021). However, examples like 
Robodebt should serve as a caution that combining datasets to create new insights using AI methods 
requires great care and skill. Yet, few dedicated statements on AI and ethics have been issued to date in 
the library profession. IFLA’s statement is one example that reflects both longstanding ethical values on 
intellectual freedom and privacy, while making space for further debate within the profession (IFLA 
FAIFE, 2020).  

The rise and rise of AI regulation 

Many AI applications and companies are reliant on a legal foundation that includes data protection rules 
and copyright reforms. Library advocates have consistently argued in favour of reforms that are in the 
public interest and that ensure that libraries can provide both traditional and new digital services, keep 
pace with technological change, and cooperate across national borders. For example, data provides the 
raw input for many AI methods such as natural language processing (NLP) and algorithmic 
recommendations. Although the treatment of data varies in different countries, the fact that a vast amount 
of data is, “famously unowned in intellectual-property terms” (Kapczynski, 2020) has also been a key 
factor in facilitating the rapid growth and profitability of AI. In other areas of reform such as copyright, 
libraries in the European Union have benefited from text and data mining exceptions that make 
computational analysis of contemporary as well as historical texts easier ("Directive (EU) 2019/790 of the 
European Parliament and of the Council of 17 April 2019 on copyright and related rights in the Digital 
Single Market," 2019). Internationally, the library sector and NGO partners have engaged with the World 
Intellectual Property Organisation (WIPO) on additional exceptions and limitations to copyright for 
libraries to undertake their work for well over a decade (Crews, 2015). Turning to data protection, 
libraries in Europe argued in favour of preserving the integrity of the scholarly and historical record while 
ensuring individual privacy is protected (White, 2017). Continued engagement is needed in each of these 
areas to ensure regulations take the public interest into account, as some reforms have resulted in 
unintended consequences, particularly when combined with AI methods. 

Intersections between data creation, information use, and decision-making are among the issues at the 
forefront of AI regulation. Technology regulation can take many forms including laws, as well as other 
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means of influence apart from top-down rules (Moses, 2015). AI regulation and approaches to date 
therefore include a mix of research agenda-setting, funding, literacy and training, engagement in 
standards development, and geopolitical positioning (Smuha, 2021). The latter is key to some regulations, 
as, AI and other technologies have created new power imbalances between countries and between 
governments and companies (Morozov, 2018). Europe, the US, Australia, China, and other countries are 
all competing to lead in AI innovation and regulation (Gorman, 2020; Hong & Harwit, 2020; Smuha, 
2021). However, the intersection between AI, privacy, and other human rights is still emerging 
(Rodrigues, 2020). It is necessary to make clearly outline how AI impacts human rights to address equity, 
ethics, and fairness. Without this understanding, a regulatory and ethical void may lead to the emergence 
of predatory and damaging practices before regulations can catch up. The consequences of regulatory 
gaps including bias in training data sets, unethical labour practices, and the predatory role of data brokers 
are widely documented in the literature (Krafft et al., 2022; Noble, 2018; Smuha, 2021). Numerous 
principles, frameworks, and investments have been launched to develop safeguards and promote ethical 
practice. 

AI regulation is somewhat nascent with a diverse array of regulations, laws and policies emerging in the 
last five years. Policymakers in some regions have recognised both the potential and risks in AI, leading 
to the emergence of policy frames such as trustworthy AI in Europe, responsible use of AI in Canada, and 
people-centred AI globally (Smuha, 2021; Treasury Board of Canada Secretariat, 2019; UNESCO, 2021). 
However, most countries are yet to develop national plans or provide opportunities for civil society 
engagement. Where they exist, national plans for artificial intelligence typically cover principles, 
objectives, and funding priorities for AI. However, even in those countries where regulation and national 
plans have emerged these plans are far from harmonised. In part, this is obvious considering scholarship 
introduced earlier that noted the way definitions of AI differ between research and policymaker 
community, and the background of geopolitical tensions (Krafft et al., 2020; Smuha, 2021). This is also 
evident in different regulatory levels to date that include national, sector-based, and risk-based approaches 
that are all trying to avoid being outpaced by technological developments. Opportunities for civil society 
engagement have sometimes included the library sector, and these will be the subject of three brief case 
studies presented in this article. Consequently, the current AI policy and regulatory landscape can be 
briefly summarised as follows: 

Values and rights-based approaches 

Trustworthy, responsible, ethical AI are all terms describing a similar approach that in some cases are also 
evolving into more binding regulations (Smuha, 2021). In Europe, for example, guidelines for trustworthy 
AI were adopted in 2019 followed by proposed harmonised rules for risk-based regulation in 2021 
(European Parliament, 2021). Australia has developed a rights-based approach and adopted a voluntary 
AI and ethics framework (Australian Human Rights Commission, 2021; Department of Industry, 2021). 
Values and rights-based approaches tend to result in policies and plans that incorporate issues such as 
research investment, intellectual property, and export controls. Such approaches also seek to create 
influence. China’s New Generation Artificial Intelligence Development Plan incorporates ethical 
considerations, but also research funding and education (Roberts et al., 2020; Wu et al., 2020). In Europe, 
the proposed regulation seeks to influence state and corporate behaviour (Tanna, 2021). A recent analysis 
of national AI plans suggests variation in democratic countries based on their level of technical maturity 
in terms of which countries address issues such as ethics and governance in their plans, and those that 
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don’t (Fatima et al., 2021). Values and rights-based approaches can be national, or international. 
Organisations such as the OECD and UNESCO are looking at how regulation can be applied across 
multiple countries (Smuha, 2021). 

Sectoral approaches 

Other countries such as the US are pursuing a sectoral approach (MacCarthy, 2020). Such an approach 
reflects variation in risk among different sectors, for example, acknowledging the vast gap between 
lower-risk AI-powered search engines compared to high-risk military applications, or the widespread use 
of automated decision-making by government (Henriques-Gomes, 2021). 

Standards and other forms of regulation 

Professional standards and protocols can also be a form of regulation. There is renewed attention to 
technical and professional standards within key organisations such as the Internet Engineering Task Force 
(IETF) that have a significant role in internet functions (Rachovitsa, 2016; Raymond & DeNardis, 2015). 
Within the library sector, statements on AI have canvassed a mix of technical and ethical issues (IFLA 
FAIFE, 2020).    

Libraries in national AI strategies and plans 

At the time of writing, the OECD AI policy observatory identified approximately 60 countries with a 
national AI plan or associated policies (EC/OECD, 2021). Some countries listed in the OECD policy 
observatory do not have a national AI plan or strategy and instead have plans targeted at specific sectors 
or initiatives. National plans in English or Spanish language were selected for analysis to identify 
mentions of libraries or library projects. After reviewing the plans, a small number of national AI plans 
that mention libraries were identified. Of these, library examples and roles included in the plans typically 
focused on activities within national libraries such as access to cultural heritage, collections, and language 
preservation resources, among other topics. 

Examples of library work included in national AI plans or strategies can be summarised as follows. This 
list is not exhaustive and reflects plans at the time of writing: 

• Access to digital cultural heritage: Switzerland, Netherlands (Ministry of Economic Affairs and 
Climate Policy, 2019; Ofcom, 2020); 

• Making available collections as data: Germany, Netherlands (Ministry of Economic Affairs and 
Climate Policy, 2019; The Federal Government, 2020); 

• Language databases and recordings: Norway (Ministry of Local Government and Modernisation, 
2020); 

• Countering bias in AI: Netherlands (Ministry of Economic Affairs and Climate Policy, 2019); 
• Smart cities, resource sharing, and energy monitoring: Bulgaria (Ministry of Transport, 2020); 
• Hosting researchers in libraries: Ireland (Department of Enterprise, 2021) 

These examples broadly align with the library and research projects introduced earlier in this paper that 
extend longstanding library services with new technologies, such as the availability and reuse of 
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collection data in AI methods including NLP, OCR, and topic modelling. However, these are not the only 
areas where libraries have indicated current or future potential to contribute to AI regulation. As AI plans 
in some countries reach maturity, ethical principles and frameworks have been developed in consultation 
with civil society, industry, and other groups. The library and information sector in Australia, Canada, and 
across the European Union has also engaged in various consultations, drawing on the profession’s 
expertise in information ethics, rights impacts, and the emergence of algorithmic literacy.   

Australia 

Although Australia’s national AI plan does not mention libraries, a subsequent process following the 
plan’s adoption led by the Department of Industry, Science, Energy and Resources developed Australia’s 
Artificial Intelligence Ethics Framework via a participatory process (Department of Industry, 2019). 
Australia and Canada, among other countries, are examples of countries that have developed national 
ethical principles and frameworks following the adoption of an initial AI plan. In Australia’s case, the 
framework was developed in reference to other processes such as the OECD Principles on AI, Global 
Partnership on AI, and the EU’s Trustworthy AI guidelines. The Australian Library and Information 
Association (ALIA) responded to the consultation on the voluntary AI framework and observed in their 
response that AI provides opportunities for service improvements as well as potential threats. A central 
theme in ALIA’s response also focused on training for the profession. ALIA noted, “Library and 
information professionals will need training and ongoing learning to enable us to understand and apply 
principles for ethical AI in our business practices.” (Australian Library and Information Association, 
2019). According to current ALIA guidelines, entry-level librarians in Australia are expected to know 
about AI and machine learning (Australian Library and Information Association, 2020). However, it is 
unclear what training is currently available to librarians to develop competencies in these topics. 

Canada 

Canada adopted the world’s first national AI strategy in 2017.  The plan includes investment in AI 
research and researchers, training, and programs that support leadership concerning the ethical and legal 
implications of AI (CIFAR, n.d.). Following the adoption of the national AI plan, Canada took a 
participatory approach to consultations on algorithmic decision-making in government that included 
representation from civil society, and libraries. Public libraries have also served as a venue for public 
consultation on AI ethics in Quebec (CIFAR, 2018). More recently, in a submission on the Ontario AI 
framework Canadian library organisations including the Canadian Association of Research Libraries 
(CARL-ABRC) raised ethical risks in AI, issues associated with AI methods in education and research, 
and risks to freedom of expression (Canadian Association of Research Libraries, 2021). CARL-ABRC 
also responded to the consultation on AI regulation and its relation to Canadian personal information 
protection laws (Canadian Association of Research Libraries, 2020).   

Europe 

The Council of Europe undertook a consultation on the human rights impacts of algorithmic systems in 
2019. IFLA’s response highlighted impacts on intellectual freedom, digital exclusion, and the need for 
literacy skills (IFLA, 2019). Engagement with public libraries and digital literacy were among the 
endorsed recommendations (Committee of Ministers, 2020).  



 7 

Future directions for libraries and AI 

Library and research projects centred on data and collections have been reflected in some national AI 
plans and libraries have contributed to the development of several ethical frameworks. However, there is 
not yet a well-defined role for libraries in other activities defined in some national AI plans such as 
algorithmic literacy. In part, this can be attributed to a lack of clear definitions of algorithmic literacy and 
somewhat limited examples of implementation in libraries to date (Ridley & Pawlick-Potts, 2021). Other 
findings also indicate the potential of training, rather than instances where training is already taking place 
(Hervieux & Wheatley, 2021) However, expectations for librarians to have some knowledge of AI and 
machine learning like ALIA’s will necessitate learning within the profession, and opportunities for 
recognition of library activities in higher level plans. Existing projects centred on collections and data 
highlight existing areas of AI expertise in libraries and provide a transparent, approachable entry point for 
professionals to learn more about AI methods such as NLP.  

While individual capabilities are critical to understanding, they are not on their own sufficient to address 
the systemic human rights, ethical, technological, and geopolitical impacts of AI. The current state  
therefore provides an opportunity to question what role the library and information sector will have 
concerning broader rights impacts and themes such as ethical AI. Privacy, for example, is central to 
library values and one of the key human rights impacted by AI (Rodrigues, 2020). Recent privacy 
scholarship has urged a stronger focus on the societal value of privacy and regulating structures around 
how information is used and transferred, and less effort on regulations that largely rely on individuals to 
manage their privacy risks (Solove, 2021). The need to consider societal impacts as well as individual 
rights suggests that while there is an important role for regulations that protect individuals and promote 
algorithmic literacy, such efforts should not be at the expense of addressing systemic problems and 
minimising harm. Consequently, there is a key role for the library and information profession at both the 
individual and systemic levels to develop skills while also advocating for reforms in line with key ethical 
principles and values. The sector’s expertise in these dual roles gained from working on issues related to 
AI including copyright, privacy and data protection provides a strong basis for ways to approach the 
human rights and ethical challenges of AI. 

The third form of regulation identified earlier includes professional standards and ethics. Considering the 
emergence of multi-sector and multistakeholder ethical AI frameworks such as those in Australia and 
Canada and the sheer breadth of AI applications, the profession should not take a library-centric approach 
to the intersection between AI and ethics. Instead, the profession will need to continually reassert core, 
longstanding ethical values in advocacy at all levels, and in professional training. In turn, the profession 
will also need to make space to acknowledge and integrate broader ethical AI frameworks and approaches 
into library work. At the current time, librarians have a range of views about AI from embracing its 
potential to deep scepticism and alarm. Meanwhile, many library vendors are already promoting AI as 
part of their products (Hervieux & Wheatley, 2021). Yet as observed earlier about the “black boxing” 
effects of algorithms and AI, there is not yet enough disclosure or transparency about how these features 
work nor what ethical standards companies are held to. More debate is needed to build consensus about 
where the profession stands concerning the use of AI and to resolve ethical dilemmas so that the sector 
can advocate in regulatory processes effectively. Work is also required to reference ethical AI 
frameworks in library ethical statements, service development, procurement decisions, and lastly, to  
provide guidance for library users about AI in their daily lives.  



 8 

Conclusion 

The paper includes a snapshot of library activities and initiatives in AI regulation in a rapidly changing 
environment. Libraries have been active in shaping and influencing the development of copyright, data 
protection, and other laws that have created the foundation for contemporary AI applications and machine 
learning. These regulations have helped libraries to open up their data and collections, but other aspects of 
these reforms have enabled greater aggregation and analysis of data by companies and governments. As 
evidenced in this paper, the sector is already participating in consultations and processes to ensure that the 
future of AI is rights-based, ethical, and transparent. Although there is a limited representation of library 
services in existing national AI plans and frameworks to date, AI regulation is still somewhat nascent 
which suggests likely opportunities for libraries in many countries to engage in the future. The risks of 
algorithmic bias and automated decision-making have led to calls for government regulation, civil society 
pressure on private companies, and the need for significant reflection on ethical practice. Future 
regulations may impact library services in ways that are not yet knowable, as seen in the way copyright 
and data protection laws have impacted library services both positively and negatively in the digital 
environment. Thus, instead of solely viewing responses to AI through a library-centric lens, the breadth 
and embeddedness of AI in nearly every aspect of daily life mean that the sector must both contribute to, 
and draw on, national and sectoral regulations that reflect the role of libraries within a broader 
information ecosystem. 
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