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Highlights

- A new tool is presented for assessing deposition risk in LNG production
- Matching literature data, the tool represents an operational freeze-out incident well
- Risk assessment reveals possible mitigation strategies and future research needs

Abstract

The carryover of heavy hydrocarbons into cryogenic heat exchangers, even at low concentrations, represents a significant risk to reliable LNG production given their propensity to freeze, deposit and block flow. Calculating blockage risk requires not only freeze-out temperature predictions but also estimates of where solids will form and the associated operational symptoms. We present here a new simulation tool capable of such predictions in industrial cryogenic heat exchangers, which has been tuned to solid formation data available in the literature. Simulation of the LNG plant upset detailed by Ismail and Al Thani (LNG-18, 2016) confirms the location of the initial deposition that occurred upon re-start, and provides insights into possible remediation strategies that could have helped avoid the subsequent shut down. The analysis also reveals that predicting water crystallisation in cryogenic LNG systems requires a substantial extrapolation of current thermodynamic models, highlighting the need for definitive measurements under such conditions.
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1 Introduction

Natural gas accounts for nearly 24% of world energy production, with approximately 32% of global trade occurring through the production and transport of Liquefied Natural Gas (LNG) [1]. So-called ‘mega-scale’ production trains with capacities around 1 to 8 million tonnes per annum generate the vast majority of the LNG traded internationally, with volumes on the order of 200,000 m$^3$ being shipped on a weekly basis from such plants [2-4]. The regularity of this shipment schedule is often central to the business model of mega-scale LNG production: decade-long supply contracts enable customers to satisfy their needs for energy security and diversity, while helping producers to secure the investment capital needed for plant construction and operation. Accordingly, the financial penalties associated with missing just one scheduled LNG shipment are significant given that, at the current spot price of US$6 per GJ [5], the value of the LNG cargo is around US$30 million. The severity of this consequence means that the risk associated with an unplanned shut-down of a mega-scale LNG plant is appreciable, and it is essential that the probability of technical problems capable of causing such an outcome be minimised.

Before natural gas is liquefied, impurities such as acid gases, water and heavy hydrocarbons must be removed [6]. A cryogenic distillation column (also known as an LNG scrub column) is used to separate hydrocarbons based on their volatility. A majority of the heavier components (C$_{3+}$ fraction) exit through the bottom outlet for processing in a liquefied petroleum gas (LPG) fractionation train, and the lighter hydrocarbons (rich in methane) are sent overhead to the main cryogenic heat exchanger (MCHE) for conversion to LNG [7, 8], as shown in Figure 1. The gas is cooled in the MCHE to about 122 K (-151 ºC) producing a high pressure LNG, which then enters a turbine or a flash expansion valve to provide further cooling to about 112 K (-161 ºC) at (or near) atmospheric pressure.
Figure 1: Schematic of a cryogenic distillation column feeding to the main cryogenic heat exchanger in a liquefaction plant with approximate operational temperatures.

The unwanted carry-over of heavy compounds into the vapour overheads that enter the MCHE represents a significant operational problem, particularly for mega-scale LNG plants. This can occur for several reasons including (1) variations in the feed entering the liquefaction plant, (2) the distillation column’s operation is not adequate, (3) a process upset occurs upstream of the column or (4) the need to increase the heating value of the LNG through the re-injection of heavier hydrocarbons [9]. Carry-over of heavy compounds could lead to solid freeze-out within the MCHE. Deposition of solids reduces the heat transfer efficiency of the MCHE and leads to increased operational costs. Ultimately, a continued build-up of solids in the MCHE will result in a blockage and the unplanned shutdown of the plant. In a mega-scale LNG train where the consequences of such a shutdown are greatest, removal of the blockage and the subsequent plant re-start will require that the MCHE be taken through a 300 K temperature cycle. As the MCHE is both massive and sensitive to thermal shocks, any such temperature cycle is likely to take several days or a week and thereby adversely impact the stringent schedule of LNG shipments.

An understanding of the phase behaviour and physical properties of the fluid entering the liquefaction plant is fundamental to preventing solid formation. Most recent efforts to improve LNG process simulations have focussed on the use of complex equations of state capable of more accurately describing the vapour-liquid equilibrium and heat capacities of multi-component fluid mixtures [10-14]; however, solid formation prediction using such models is not straightforward. Simulation tools such as OLGA\textsuperscript{TM}, LedaFlow\textsuperscript{TM} and HyFAST [15, 16], which are capable of describing both the hydrodynamics of multiphase flow and the deposition of solids, are available for flow assurance design in upstream pipelines. However, no equivalent ‘flow assurance’ tool combining material, energy and momentum balance
models with predictions of solid solubility in light hydrocarbon systems is available for predicting solid deposition in LNG production or other cryogenic operations. The Gas Processors Association (GPA) KL Solid Solubility Program 1.0 (KLSSP) [17] comes closest. KLSSP contains thermodynamic models for predicting solid solubilities in LNG mixtures based on the extensive experimental work of Kohn, Luks and co-workers [18-29]. However, it cannot predict where solid deposition may occur within the MCHE, and what the associated operational symptoms might be.

This work presents a new simulation tool, CryoFAST, and its associated thermodynamic property package, ThermoFAST, which are designed to help address this knowledge gap and thereby help improve the reliability of LNG production. Figure 2 presents a conceptual diagram that represents what these tools calculate and how they can be applied. In Section 2, the solid solubility models embedded in the ThermoFAST tool are compared with literature data and the predictions of the KLSSP software. In Section 3, the framework and component models used for the material, energy and momentum balances are presented, while in Section 4 the use of CryoFAST is demonstrated through a case study of the cryogenic solids blockage incident that occurred in Train 4 of the RasGas plant as documented by Ismail and Al Thani [30].

![Conceptual diagram of the simulation tool, CryoFAST, described in this work.](image-url)
2 Solid Solubility Calculations

2.1 Model Description: ThermoFAST

ThermoFAST utilises the Peng-Robinson equation of state (PR-EOS) [31] to calculate the thermodynamic properties of multi-component fluid mixtures, including vapour-liquid phase equilibrium, at a specified temperature, \( T \), pressure \( P \) and overall mole fraction composition, \( z_i \). To determine the equilibrium solid solubility, a specialised flash algorithm is followed (Figure 3). The first stage of the algorithm involves calculating the fugacity of pure component \( i \) in the solid phase, \( f_i^S \), using an equation first derived by Hildebrand and Scott [32] and endorsed by Prausnitz [33]

\[
\ln(f_i^S) = \ln(\varphi_{\text{pure},i}^L P) - \frac{\Delta H_{f,i}}{RT_{m,i}} \left[ \frac{T_{m,i}}{T} - 1 \right] + \frac{\Delta c_{p,i}^{L\rightarrow S}}{R} \left[ \frac{T_{m,i}}{T} - 1 + \ln \left( \frac{T}{T_{m,i}} \right) \right] - \frac{\Delta v_i^{L\rightarrow S} (P - P_m)}{RT}
\]

Here, \( \varphi_{\text{pure},i}^L \) is the fugacity coefficient of pure component \( i \) in the liquid phase, which is calculated using the PR EOS; \( T_{m,i} \) is the melting temperature of pure component \( i \); \( \Delta H_{f,i} \) is the corresponding molar heat of fusion at \( T_{m,i} \); \( \Delta c_{p,i}^{L\rightarrow S} \) is the molar specific heat of the component as a pure liquid minus that of the pure solid \( i \), which is approximated as being independent of temperature; \( \Delta v_i^{L\rightarrow S} \) is the change in volume between the liquid and solid phase of component \( i \); and \( P_m \) is a reference pressure for the given melting temperature, which in this case is at atmospheric pressure. Each term on the right of eq (1) is calculable from knowledge of the pure component properties, which were taken from various sources including the DIPPR® database [34-37]. The algorithm allows for the possibility that more than one solid phase exists but requires each solid phase to be a pure component. Under these circumstances, the total solid phase fraction is \( S_F = \sum s_i \), where \( s_i \) is the solid phase mole fraction of solute \( i \) that is calculated via the material balance relationship,

\[
s_i = z_i - x_i L
\]

where, \( L \) is the total liquid phase mole fraction, and \( x_i \) is the mole fraction of component \( i \) in the liquid phase. At equilibrium, a component’s liquid phase mole fraction is related to the fugacity of the solid solute and the partial fugacity coefficient of that component in the liquid phase mixture, \( \varphi_i^L \):

\[
x_i = \frac{f_i^S}{\varphi_i^L P}
\]
By initially setting \( L = 1, S_F = 0, \) and \( x_i = z_i, \) eqs (2) and (3) can be solved iteratively as shown in Figure 3 until the value of \( L \) converges to a numerically stable value. Figure 3 also shows how this algorithm is extended to describe systems at solid-liquid-vapour equilibrium (SLVE) by first performing a VLE flash to calculate the vapour fraction, \( \beta, \) of the fluid phases evaluating \( f_i^s \) using eq (1), and then iteratively solving the material balance and equilibrium equations (generalisation of eqs (2) and (3)) across all phases present.

**Figure 3:** LEFT shows the isothermal solid-liquid equilibrium flash algorithm (where liquid can be substituted for vapour to calculate solid-vapour equilibrium) using both a solid freeze-out model and a cubic EOS for the fluid phase composition. RIGHT shows the isothermal multiphase equilibrium flash algorithm combining an EOS for the vapour-liquid equilibrium (VLE) calculations and the solid solubility equation (SLE Flash). Here \( T \) is temperature, \( P \) is pressure, \( z \) is overall composition, \( i \) represents a particular single component, \( f \) is fugacity, \( s \) is the solid composition, \( x \) is liquid composition, \( y \) is vapour composition, \( \varphi^L \) is the partial fugacity in the liquid phase, \( \beta \) is the vapour fraction of the non-solid fluid phases, \( V \) is the overall vapour mole fraction, \( L \) is the overall liquid mole fraction and the subscript SLE refers to any variable determined from the SLE Flash algorithm within the multiphase equilibrium calculation.
Comparisons to Literature Data

To demonstrate the ability of ThermoFAST to predict reliably the melting temperatures of heavy hydrocarbon solutes in light hydrocarbon solvents, comparisons were made for four exemplar binary hydrocarbon systems with readily available experimental data (Figure 4): (a) methane + benzene [38], (b) ethane + benzene [20], (c) methane + hexane [38-41] and (d) methane + toluene [38]. Each of the considered heavy hydrocarbon solutes poses high risk of freeze-out within the MCHE. Comparisons were also made with KLSSP, which employs a distinctly different thermodynamic model where the activity coefficient of the solute in the liquid mixture is described by an empirical function of temperature and composition; the KLSSP model contains no pressure dependence and is valid over a relatively limited range of composition [17].

The measurements for each system were acquired at pressures from (0.1 to 13.7) MPa, (0.07 to 0.99) MPa, (0.3 to 13.2) MPa and (5.8 to 13.4) MPa, respectively. ThermoFAST is able to capture the pressure dependence of the data across the entire composition range, with a root mean square (RMS) deviation of 1.8 K, 1.0 K, 0.9 K and 1.6 K, respectively. In contrast, KLSSP is unable to capture the pressure dependence of the data and can diverge significantly from the measurements. Even when some significant outliers are excluded, the RMS deviation between the data and the predictions of the KLSSP model are 8.2 K for the methane + benzene system, 5.6 K for the ethane + benzene system and 3.7 K for the methane + hexane system.

No comparisons with KLSSP could be made for the methane + toluene data set because the model is unable to perform calculations for systems containing toluene. Additionally, we note that the standard interface of the KLSSP software package places limits on the allowable specification of concentration for various components: for hexane and benzene, these are less than 0.2 and 0.001 mole fraction, respectively. Consequently, only 58 %, 92 % and 0 % of the data comparisons for methane + hexane, methane + benzene and ethane + benzene systems, respectively, could be calculated using the standard interface of the KLSSP software. Comparisons for the remaining conditions shown required a by-pass of the standard interface by utilising the internal Visual Basic for Applications interface implemented in Microsoft Excel.
Figure 4: Solubility curves for (a) methane + benzene, (b) ethane + benzene, (c) methane + hexane and (d) methane + toluene, comparing ThermoFAST solid solubility predictions against experimental data [20, 38-41] and KLSSP with respect to the absolute temperature (abscissa).

3 CryoFAST Model

The structure of the algorithm used by the CryoFAST simulation tool is outlined in Figure 5. The flow path to be simulated is discretised into nodes, each representing an open, constant volume system, which can be solved under steady-state or transient conditions. Solids formation can be calculated for both options; however, deposition implicitly requires a transient (time dependent) solution. The inlet boundary condition is specified to be a constant fluid mixture composition at a fixed temperature and pressure at a constant mass flow rate. The multiphase equilibrium calculations are performed with ThermoFAST at each node to determine the flow rates and densities of the vapour, liquid and solid phases, as shown in step (1) of Figure 5.
Figure 5: A simplified version of the CryoFAST algorithm for the prediction of solid deposition through a single tube of a cryogenic heat exchanger, where $n$ is the node position, $t$ is the time-step associated with transient behaviour, $T$ is temperature, $P$ is pressure, $m_{dep,t}$ is total mass deposited during that time-step, $N_{nodes}$ is total number of nodes and $N_{t-steps}$ is the total number of time steps (other details explained in text). Following the input of the required specifications by the user the algorithm begins by calculating the vapour, liquid and solid phase fractions and densities utilising ThermoFAST (step 1). Subsequently, material balance in the node is solved to determine the change in mass flow rate and pipe diameter due to potential deposition (step 2). Thereafter, an energy balance (step 3) between the fluid and the refrigerant is performed and the temperature of the current node is iterated on until convergence (except for $n = 0$ where the temperature is specified). In the final major step (4), the pressure drop is calculated to determine the pressure in the subsequent node. Once mass deposition is zero across all nodes or the total number of time steps defined by the user is reached, the simulation is completed.
3.1 Material and Energy Balances

Solution of the material and energy balances is crucial to any dynamic simulation flow tool and this is done in step (2) and (3) of the CryoFAST algorithm (Figure 5). The transient method differs from traditional time-dependent simulations in that it adopts a simplified approach to reduce computational time. Traditional transient simulations are computationally intensive because they solve the dynamic material and energy balances across the entire system at every step in time. A less accurate but simpler and faster approach to solving this transient problem is to consider a single constant-volume fluid element, and track its evolution as it propagates along the flow path. The rate at which the fluid element propagates along the discretised flow path is determined by calculating a residence time $\Delta t$ for each node as shown in Figure 6.

Figure 6: Simplified, rapid method for solving transient simulations. The evolution of a single constant volume fluid package propagating along the first three nodes within the system across three time steps. Here $T$ is temperature, $P$ is pressure, $\dot{m}$ is mass flow rate, $z$ is the overall composition, $Q$ is the heat transferred to the environment, $\Delta t$ is the time step and $n$ the node number.

The residence time at the node is related to the node spacing, $L_n$, and the fluid velocity inside the node $u_n$

$$\Delta t = L_n / u_n \quad (4)$$

The velocity of the fluid element is dependent upon mass flow rate $\dot{m}$ and the mass density of the fluid at that node $\rho_n$ (which depends on the local $T$, $P$, and $z$) according to,
\[ u_n = \frac{\dot{m}}{\rho_n V} \]  

where \( V \) is the volume of the node, or equivalently, the fluid element (equal to \( L \) times the pipe’s cross-sectional area). In the absence of deposition, the mass flow rate remains constant as required by material balance. The absolute mass of the constant volume fluid element generally increases as it cools in the cryogenic heat exchanger and the fluid’s density increases.

For a given \((T, P, z)\), the ThermoFAST algorithm determines the solid phase fraction present in the node. If solids are predicted to form, then some or all of the solids are deposited in the node and any remaining solids are assumed to exist as a suspended dispersion within the continuous fluid phase. A detailed hydrodynamic calculation involving consideration of, for example, the adhesive and cohesive forces between solid particles and the pipe wall as well as the shear forces exerted on any solid aggregates or deposits would be required to predict the physical extent of deposition versus dispersion. Instead, the user simply specifies a deposition fraction, \( \chi \), between 0 (no deposition) and 1 (complete deposition) for the material balance calculations:

\[ \chi S_F \rho_n V = m_{dep} = (\dot{m}_{in} - \dot{m}_{out}) \Delta t \]  

\[ m_{dep,i} = (\dot{m}_{in} w_{i,in} - \dot{m}_{out} w_{i,out}) \Delta t \]

Here \( \dot{m}_{in} \) is the mass flow rate entering a node, \( \dot{m}_{out} \) is the mass flow rate leaving the node, \( m_{dep,i} \) is the solid mass deposited in the node for component \( i \) and \( w_{i,in} \) and \( w_{i,out} \) represent the mass fractions of component \( i \) entering and leaving the node, respectively. Eqs (6) and (7) are used to solve for the unknowns \( \dot{m}_{out} \) and \( w_{i,out} \), all other quantities either being specified (by the user and/or the previous node’s effluent) or calculated with the ThermoFAST model. A steady-state solution for a given node corresponds to either \( S_F = 0 \) (no solids present) or \( \chi = 0 \) (no solids deposited), in which case the inlet and outlet quantities are equal and the time-step becomes arbitrary.

Following the material balance calculation, CryoFAST evaluates an energy balance in step (3) using the following equation for an open system,

\[ \frac{1}{\Delta t} \sum m_{dep,i} \Delta h_{fus,i} \]

\[ = \dot{m}_{in} \left( h_{in} + \frac{u_{in}^2}{2} + g z_{H,in} \right) - \dot{m}_{out} \left( h_{out} + \frac{u_{out}^2}{2} + g z_{H,out} \right) + \dot{Q} \]
where, $\Delta h_{fus,i}$ is the specific heat of fusion of each solid component deposited, $h$ is the specific enthalpy of the fluid flowing between the inlet (in) and the outlet (out) of the node including vapour, liquid and solid contributions, $g$ is the acceleration due to gravity, $z_H$ is the vertical height, $\dot{Q}$ is the rate of heat transfer to the environment and $u$ is the velocity of the (multiphase) fluid. The last quantity, $u$, refers to the constant volume fluid element propagating through each node within the heat exchanger, which varies as a result of hydrodynamic effects and changes to fluid density, as per eq (5).

The velocity of the multiphase fluid, $u$, is used to calculate the vapour and liquid phase velocities that are required in the calculation of pressure drop. The specific phase velocities are determined through a drift flux relationship model by first utilising the correlation by Nicklin et al. (1962) [42],

$$u_V = C_D u + u_D$$

(9)

where $u_D$ is the drift velocity in a stagnant fluid, $C_D$ is the distribution factor and $u_V$ is the vapour phase velocity. The values of $u_D$ and $C_D$ are estimated with a correlation by Bendiksen (1984) [43] that considers the Froude number ($Fr_N$) to quantify the gravitational and inertial forces.

$$Fr_N = \frac{u}{\sqrt{gD}}$$

(10)

$$\begin{cases} 
\text{If } Fr_N > Fr_{crit} = 3.5, & C_D = 1.2, \\
\text{If } Fr_N \leq Fr_{crit} = 3.5, & C_D = 1.05
\end{cases}$$

$$u_D = 0, u = 0.54\sqrt{gD}$$

(11)

Here $D$ is the diameter of the tube. The superficial velocities for both the vapour, $u_{SV}$, and liquid, $u_{SL}$, are calculated from the vapour phase volume fraction, $\phi_V$, using

$$u_{SV} = \phi_V u_V$$

(12)

$$u_{SL} = u - u_{SV}$$

(13)

$$u_L = \frac{u_{SL}}{1 - \phi_V}$$

(14)

The rate of heat transfer to the environment is calculated from the external surface area of the node volume, $A$, a heat transfer coefficient, $U$, and log mean temperature difference for counter current flow, $\Delta T_{LMTD}$ [44],

$$\dot{Q} = UA\Delta T_{LMTD}$$

(15)
To determine $\Delta T_LMTD$ the CryoFAST algorithm requires the user to specify the temperature of the environment (or refrigerant) at the position of each node. At nodes where deposition occurs, the local heat transfer becomes $(UA)_{dep}$ and is calculated using a method given by Haj-Shafiei et al. (2014) [45],

$$\frac{1}{(UA)_{dep}} = \frac{1}{U_{ND}A} + \left[ \ln \left( \frac{R}{R - \delta} \right) \right] \left( \frac{1}{2\pi k_{dep}L} \right)$$

(16)

Here, $U_{ND}$ is the overall heat transfer coefficient in the absence of deposition (a user specified variable), $R$ is the tube’s radius, $k_{dep}$ is the thermal conductivity of the deposit layer, $\delta$ is the radial thickness of the deposit (calculated from $A$, $m_{dep}$, and the density of the solid phase assuming zero porosity). Both the thermal conductivity and solid density are estimated from the DIPPR™ 801 Database (equation #100) [46].

Except for the inlet boundary (node 0), solution of the material and energy balances in eqs (5) – (8) requires an initial assumption of the node’s temperature to determine $m_{dep}$, $s_i$, $\dot{m}_{out}$ and $w_{L, out}$ before eq (8) is solved for $h_{out}$, which in turn provides a new estimate for the node’s temperature from the PR EOS and the node pressure. The calculations are repeated iteratively until the estimated node temperature matches that determined from eq (8) within a tolerance of $10^{-3}$ K. The pressure drop across the node is then calculated to enable the pressure of the next node to be determined.

### 3.2 Pressure Drop: Centrifugal and Twisting Effects

The final major step in the algorithm (step (4) of Figure 5) involves the calculation of the pressure drop through the tube, for which CryoFAST utilises the 1973 correlation of Beggs and Brill [47]. This correlation is capable of handling both horizontal and vertical flow for multiphase fluids and uses changes in the fluid phase velocities, densities and viscosities across the node to determine the resulting pressure drop. In principle, an iterative calculation for the pressure in a node should be conducted to account fully for the impact of the hydrodynamic pressure drop on the thermodynamic properties of the fluid element at that node. However, if a sufficient number of nodes (e.g. 200 as discussed below) are used in the simulation, the change in the calculated properties that results upon implementation of the full iterative solution is negligible, with little impact on the final result despite significantly increasing the computational load. Thus, in the current implementation of the CryoFAST
model, the pressure drop calculated using the Beggs and Brill [47] is simply applied to the subsequent node.

The orientation and type of heat exchanger plays a significant role in the MCHE affecting in principle both the pressure drop and velocity through variation of the flow regime; certain geometries can even create stagnation zones. For simplicity it is assumed in the CryoFAST model that geometry only affects pressure drop and has negligible effect on velocity changes due to variations in flow regime.

However, centrifugal and twisting effects must be considered to describe reliably the pressure drop that occurs in one of the two most common types of MCHE used in liquefaction plants: coil (or spiral) wound heat exchangers (CWHE) [48]. The CryoFAST software package allows the user to specify whether the heat exchanger being considered is a CWHE, in which case the user must specify the radius of the bundle, $R_c$, and coil pitch, $\Lambda_c$, as shown in Figure 7.

![Diagram of a coil](image)

Figure 7: Diagram of a coil showing the diameter of the tube, $D$, the coil's pitch, $\Lambda_c$, and radius of the coil bundle, $R_c$ [49].

Multiple studies [50-53] have shown the effect that both centrifugal and twisting forces can have on flow through helical tubes. Both these forces can be quantified respectively by the Dean number ($De$) and Germano number ($Ge$) [49]:

$$De = Re\sqrt{\kappa}$$

(17)
\[ Ge = Re \tau \] (18)

where, \( Re \) is the Reynolds number and \( \kappa \) and \( \tau \) are given by the following expressions:

\[ \kappa = \frac{R_c/R}{(R_c/R)^2 + (\Lambda_c/2\pi R)^2} \] (19)

\[ \tau = \frac{\Lambda_c/2\pi R}{(R_c/R)^2 + (\Lambda_c/2\pi R)^2} \] (20)

These two dimensionless groups are used to calculate the relative friction factor multiplier, \( f_R \), which increases the effective friction factor, \( f \), required in the Beggs and Brill correlation for pressure drop.

\[ f_R = 1 + 0.0167 \frac{De^{1.5}}{Ge} \] (21)

The other contribution to the effective friction factor used in the Beggs and Brill correlation is Darcy-Weisbach friction factor, \( f_{DW} \), for turbulent flow which is calculated by solving the implicit equation developed by Colebrook and White (1937) [54],

\[ \frac{1}{\sqrt{f_{DW}}} = -2 \log \left( \frac{\varepsilon}{3.7D} + \frac{2.51}{Re\sqrt{f_{DW}}} \right) \] (22)

Here, \( \varepsilon \) is the height roughness of the pipe, \( D_h \) is the tube’s diameter and \( Re \) is the Reynolds number. The effective friction factor for coil wound heat exchangers used in the Beggs and Brill correlation for pressure drop is then,

\[ f = f_R f_{DW} \] (23)

4 Case Study Results & Discussion

4.1 RasGas Train 4 Operating Data

Ismail and Al Thani reported plant data for LNG Train 4 in the RasGas complex, resulting in a MCHE blockage and forcing an unplanned shutdown in 2014 [30]. Figure 8 shows operating data from Train 4 for a normal operating period (lasting many months) prior to a scheduled shutdown in August, and from the subsequent start-up until an unplanned
shutdown in December (114 days later) was forced by the excessive pressure drop across the MCHE.

Figure 8: Operating data that has been adapted from RasGas LNG Train 4 in 2014 based on the data reported by Ismail and Al Thani [30] showing (a) the moisture and (b) the C$_5^+$ content entering the MCHE. Normal operation was sustained until a scheduled shut-down in August. Following re-start the MCHE pressure drop increased, forcing an unplanned shut-down in December.
The subsequent analysis reported by Ismail and Al Thani [30] identified the blockage’s root cause to be a total loss of reflux flow in the scrub column for 50 seconds during the start-up. This was so brief that it was judged by the start-up team to be inconsequential, even though it led to a temporary increase in the C₅⁺ fraction entering the heat exchanger to about 0.21 mol %, more than double the specification. Over the next two months, the sustained increase in pressure drop was not considered concerning due to other changes in operating condition driven by external factors. The presence of a blockage was unambiguously identified from the operating long-term data and remedial actions were attempted in November 2014. However, by this time a shut-down proved unavoidable and this occurred in December 2014.

Here we demonstrate how application of the CryoFAST simulation tool would have enabled prediction of the location of the heavy hydrocarbon freeze out in the MCHE and the assessment of possible remedial actions at a much earlier stage. Additionally, analysis of the incident using CryoFAST provides some insight into the time frame available following the initial freeze out in which remedial action would likely have been most effective.

4.2 Simulating the Normal and Upset Operating Conditions

The feed compositions used for the CryoFAST simulation of the RasGas LNG Train 4 normal and upset operating conditions are shown in Table 1. These compositions were estimated from a combination of the plant data reported by Ismail and Al Thani [30] and a feed composition reported by Al-Muhammadi et al. for the Qatar/RasGas LNG plant [55], where the latter provided the ratio of the C₁ to C₄ hydrocarbons to the aromatic compounds. For simplicity, the aromatic content of the gas was assumed to be entirely benzene.

Several assumptions were made to enable the necessary specification of geometry for the RasGas LNG Train 4 MCHE. The input parameters for the CWHE are detailed in
Table 2 for a total simulation time of 50 seconds, it was found that 200 nodes and 10 time-steps were sufficient to achieve convergence (i.e. the simulated results remained constant within 0.1% with further increases in the number of nodes or time-steps). The heat exchanger design and tube parameters were estimated based on multiple sources including a patent by Truong et al. [56] and other industry literature [57]. The feed mass flow rate was assumed to be the reported maximum capacity of ~ 4.7 million tonnes per annum [58] and the number of tubes were chosen to ensure the resulting vapour and liquid velocity within each tube was approximately equal to or less than 10 m·s⁻¹ and 3 m·s⁻¹, respectively [44]. The coil pitch is based on an assumed inclination of 10°, and the average of the typical coil diameter of was set to be 1 m based on the publication of Neeraas [59]. Overall local heat transfer coefficients for a CWHE were reported by Sinnott et al. [44] to be in the range of (900 and 3,500) W·m⁻²·K⁻¹, which is considerably higher than the standard shell and tube heat exchanger; a constant value of 900 W·m⁻²·K⁻¹ was chosen for this work. The refrigerant temperature profile was chosen to achieve a temperature approach of 10 K and a steady state effluent temperature of 122 K (~151 °C) (prior to the end-flash valve) under the assumption of counter-current flow. Finally, given that no data regarding deposition rates within MCHEs are available within the open literature, any solids formed were assumed to deposit instantly i.e. $\chi = 1$ in eq. (6).

Table 1: The estimated dry mole fraction feed compositions for the normal and upset operating simulated with CryoFAST in RasGas LNG Train 4. The basis for these compositions is described in text.

<table>
<thead>
<tr>
<th>Normal Operating Condition</th>
<th>Upset Condition ($C_s$, Carry Over)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO₂</td>
<td>0.000040</td>
</tr>
<tr>
<td>CH₄</td>
<td>0.909329</td>
</tr>
<tr>
<td>C₂H₆</td>
<td>0.057492</td>
</tr>
<tr>
<td>C₃H₈</td>
<td>0.021953</td>
</tr>
<tr>
<td>iC₄H₁₀</td>
<td>0.004239</td>
</tr>
<tr>
<td>nC₄H₁₀</td>
<td>0.006847</td>
</tr>
<tr>
<td>iC₅H₁₂</td>
<td>0.000028</td>
</tr>
<tr>
<td>nC₅H₁₂</td>
<td>0.000026</td>
</tr>
<tr>
<td>C₆H₁₄</td>
<td>0.000026</td>
</tr>
<tr>
<td>C₇H₁₆</td>
<td>0.000016</td>
</tr>
<tr>
<td>Benzene</td>
<td>0.000004</td>
</tr>
</tbody>
</table>
Table 2: Parameters used for the RasGas LNG Train 4 simulations.

<table>
<thead>
<tr>
<th>User Input</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Nodes</td>
<td>200</td>
</tr>
<tr>
<td>Total Simulation Time / s</td>
<td>50</td>
</tr>
<tr>
<td>Number of time-steps</td>
<td>10</td>
</tr>
<tr>
<td>Solid Deposition Fraction / %</td>
<td>100</td>
</tr>
<tr>
<td>Feed Mass Flow Rate / kg s(^{-1})</td>
<td>145.87</td>
</tr>
<tr>
<td>Feed Temperature / K</td>
<td>260</td>
</tr>
<tr>
<td>Feed Pressure / MPa</td>
<td>5.0</td>
</tr>
<tr>
<td>Wall Roughness / mm</td>
<td>0.001</td>
</tr>
<tr>
<td>Tube Length / m</td>
<td>100</td>
</tr>
<tr>
<td>Number of Tubes</td>
<td>1,570</td>
</tr>
<tr>
<td>Internal Diameter / mm</td>
<td>14.8</td>
</tr>
<tr>
<td>Average Coil Diameter / m</td>
<td>1</td>
</tr>
<tr>
<td>Coil Pitch / m</td>
<td>0.554</td>
</tr>
<tr>
<td>Tube Inclination / degrees</td>
<td>10</td>
</tr>
<tr>
<td>Overall Local Heat Transfer Coefficient / W m(^{-2}) K(^{-1})</td>
<td>900</td>
</tr>
<tr>
<td>Refrigerant Temperature (Profile Range) / K</td>
<td>112 to 250</td>
</tr>
</tbody>
</table>
Figure 9: Simulation results for RasGas LNG Train 4 under normal operating conditions for (a) pressure drop, $\Delta P$, (b) temperature and (c) vapour mole fraction with distance along the MCHE. Considering centrifugal and twisting forces in the calculation of pressure drop is clearly essential to reproduce the observed pressure drop across the MCHE of about 1.8 MPa (Figure 8).

Figure 9 shows the results of the CryoFAST simulation of RasGas LNG Train 4 for the normal operating condition. The calculated pressure drop along the length of the MCHE is highlighted in Figure 9a by presenting the results obtained with and without consideration of...
centrifugal and twisting effects through eqs (17) to (21). For an estimated total tube length of 100 m, the predicted pressure drop across the MCHE is less than 0.2 MPa if these effects are not considered, while their inclusion leads to a calculated pressure drop of 2.0 MPa, which is consistent with the operating data shown in Figure 8 prior to August 2014. This result emphasises the importance of incorporating centrifugal and twisting forces into pressure drop calculations for CWHEs used in LNG production. At around 76 m, the natural gas passes through its bubble point (Figure 9(c)), converting to a compressed liquid from a two phase vapour-liquid mixture. The cusp in the temperature profile of the fluid shown in Figure 9(d) at this point reflects the transition from latent to sensible cooling of the mixture.
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Figure 10: The key result of the Upset Operating Condition simulation under transient conditions as a function of position in the main cryogenic heat exchanger (MCHE). (a) Total expected benzene deposition (red dotted curve) following the re-start due to the carryover for 50 s of 0.2 mol% C₅⁺ and the effect it had on the effective internal diameter of each tube (solid black curve). (b) Change in LNG temperature within the MCHE after 50 s: for a
constant duty in the refrigeration cycle, the benzene deposit would have caused an increase in the effluent LNG temperature of approximately 0.06 K.

Figure 10a shows the key result of the Upset Operating Condition simulation: solid benzene deposits at a location nearly 90% of the way through the CWHE, causing the internal diameter of the tubing at that location to decrease by about 0.2%. This location is consistent with the observations of Ismail and Al Thani [30], who reported the blockage to be in the upper cold bundle of the CWHE. The first moment of deposition occurred 23 seconds after the upset feed reached the MCHE inlet. The simulation results indicate that the total amount of benzene deposited per tube was only 1.2 g as a result of 50 seconds of heavy carry-over or 1.9 kg for the entire MCHE. This is approximately 75% of the total amount of benzene that would have passed through the exchanger during this short period of time (with the balance remaining in the LNG solution). Consequently, the deposit’s impact on the operating data is negligible and, consistent with the results shown by Ismail and Al Thani [30], detection of its presence at this time could not be expected from measurements of pressure drop, especially considering the signal to noise of plant data. The simulation results show that maximum relative changes to total pressure drop and mass flow rate would have been only +0.002 % and -0.03 %, respectively, which are essentially unmeasurable in an operating plant environment. The benzene deposition predicted by the simulation would have also increased the heat transfer resistance between the refrigerant and the wall. The predicted consequence of such a deposition is either the effluent temperature would have increased by about 0.06 K (if the refrigerant duty were constant) as shown in Figure 10b, or the refrigerant duty would have increased by 0.03% (if the effluent temperature were controlled, which is more likely). Given their small magnitude, such changes would also have been undetectable by plant operators. However, if heavy carry-over had continued for 10 minutes then while the fractional changes in pressure drop and mass flow rate would still have only been +0.03 % and -0.03 %, respectively, the change in effluent temperature or the refrigerant duty would have been about +0.9 K or 0.4 %, respectively. This suggests that changes in effluent temperature or refrigerant duty may provide a better initial indication of deposition in heat exchangers than changes in flow rate or pressure drop.

This initial small change in pressure drop explains why the plant operators had to wait over two months before they could unambiguously diagnose that a problem had occurred. In many respects, however, that latency proved to be the reason why an unplanned shut down became necessary to rectify the problem. Ismail and Al Thani [30] hypothesise that the initial
deposition of benzene provided a site for water molecules in the gas phase to nucleate, adsorb and accumulate, even though the moisture content of the feed gas always remained below the 1 ppm specification (see Figure 8(a)). Ultimately about 100 kilograms of liquid water was removed from the MCHE upon thawing in December 2014, which suggests that about 60% of the water entering the heat exchanger over that four month period (at an average vapour concentration around 0.6 ppm) deposited on or around the nucleation site provided initially by the frozen benzene.

In an attempt to assess the hypothesis of Ismail and Al Thani [30], we calculated the equilibrium temperatures for both hydrate and ice phases for the LNG compositions shown in Table 1 in the presence of 0.5 ppm of H₂O at a total pressure of about 3 MPa. To our knowledge no experimental data for ice or hydrate formation are available at such low temperatures (≈ 140 K) and water concentrations, requiring the significant extrapolation of any model used to make such predictions. An ice equilibrium temperature of 207 K was predicted using eqs (1) – (3) as implemented in ThermoFAST. An alternative estimate can be made by estimating the fugacity of pure ice from its vapour pressure, which can be accurately calculated using the reference equation of Wagner et al. [60]. For a gas pressure of 3.2 MPa and a water mole fraction of 0.5 × 10⁻⁶, the vapour fugacity of H₂O could be approximated using the ideal-gas law as 1.6 Pa, giving an equilibrium temperature of 216 K. The hydrate equilibrium condition can also be estimated in a variety of ways. The cubic plus association (CPA) model implemented in the software package Multiflash™ 4.4 predicts a hydrate equilibrium temperature of 218 K. Makogon and Sloan [61] reported methane hydrate equilibrium data down to 148 K and we estimate that for the measured equilibrium condition at (208 K, 0.22 MPa) the vapour-phase water mole fraction would be 2 ppm based on the vapour pressure of ice at this temperature. Thus the hydrate equilibrium pressure at this temperature if the vapour-phase water mole fraction were only 0.5 ppm would be approximately 1 MPa, which is still well below the typical process pressure in an LNG Train.

These estimates of the water crystallisation equilibrium temperature at 0.5 ppm all suggest that the RasGas LNG Train 4 (and others like it) routinely operate successfully without any detectable water crystallisation at subcoolings in excess of 80 K! Clearly, additional research is needed to (i) confirm the equilibrium temperature estimates at such low water concentrations, (ii) establish if kinetic limitations prevent the formation despite the large driving force, and/or (iii) whether deposition is simply (and fortuitously) avoided as a result of the hydrodynamic forces acting on the micro-crystals of water.
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Nevertheless, the empirical evidence from Ismail and Al Thani [30] suggests that the localised benzene deposit in the MCHE was sufficient to trigger the deposition of a solid aqueous phase. Unfortunately, no simulation tool, including CryoFAST, can yet represent such complex phenomena. However, as shown below, the application of CryoFAST to analyse the initial deposition event can provide insight into the both the window of opportunity operators have to rectify the problem’s root cause, and the likely efficacy of various possible remedial actions that could be applied during this window.

4.3 Remedial Actions and Window of Opportunity

Under normal operation, benzene should not solidify in the MCHE because, as shown in Figure 11, its concentration in the feed is less than its solubility in the MCHE effluent. Therefore, once normal operating conditions resumed following the RasGas LNG Train 4 start-up, the 1.2 g of deposited benzene per tube should have simply dissolved back into solution; this may be why the operators were not concerned with the brief increase in C$_5^+$ concentration above the specified limit. Simulations with CryoFAST indicate that complete dissolution of the benzene deposit should have taken less than 3 hours if the operators took no additional remedial action. Clearly this did not happen, which suggests that within these 3 hours enough water nucleated and/or adsorbed to the benzene deposit to enable the crystallisation of water to become self-sustaining, leading to the accumulation of about 100 kg in the MCHE over 4 months. Assuming that the rate of water crystallisation was constant through the 4 month period, approximately 0.09 g of ice per tube or 140 g over the entire MCHE would have deposited in the 3 hours following the benzene freeze out. This implies that the window of opportunity to remediate the problem by dealing with the benzene deposit was, at most, 3 hours. This is still well before the operating data provided any indication of a problem; however, a sufficiently rapid simulation to assess the likely risk associated with the scrub column’s loss of reflux during start-up could potentially have indicated that some immediate action might be advisable. Any remedial action taken after the 3 hours would need to have focussed on removing the crystallised water. By November 2014, the efficacy of the remedial action taken by the operators proved to be insufficient.
Figure 11: Solubility of benzene at 5 MPa in the RasGas LNG mixture under normal operating conditions showing the lowest temperature in the MCHE cold bundle (i.e. MCHE effluent temperature), the LNG storage temperature downstream of the final letdown (flash) valve (-161 °C or 112.15 K), and the operating composition of benzene under normal conditions.

Three possible remedial actions to remove the benzene deposit were considered here using CryoFAST simulations: (i) increase the temperature of the MCHE cold bundle to accelerate the dissolution of the solid; (ii) temporarily drive the upstream distillation (scrub) column’s condenser harder to create a leaner fluid composition entering the MCHE; or (iii) a combination of (i) and (ii). For case (i) the MCHE’s effluent temperature was increased by 2 K by increasing the temperature of the refrigerant in the latter sections of the MCHE. Such a local temperature increase was applied to the MCHE cold bundle in November 2014 by the RasGas LNG operators, and was observed to partially shift some of the (large) accumulated deposit. If this action had been applied immediately following the initial deposition, the increase in benzene solubility from 4.0 ppm to 5.3 ppm in the LNG would have reduced the time taken to re-dissolve the deposit from 3 hours to 31 minutes.

For case (ii), a reduction in the concentration of C_{5+} entering the MCHE from 0.1 mol % to 0.05 mol % was considered, without any change to the temperature and pressure profiles within the heat exchanger. The resulting reduction in the feed’s benzene concentration from 3.7 ppm to 1.9 ppm reduces the time required to remove the initial deposit to 23 minutes. Combining both remedial actions, as was done for case (iii), meant that the LNG in the vicinity of the initial deposit had a benzene concentration of just 1.9 ppm with a solubility
limit of 5.3 ppm. Under these circumstances, the initial 1.2 g of deposited benzene would be
removed in just 14 minutes (a 92 % reduction in time), substantially reducing the risk of any
water crystallisation becoming self-sustaining.

5 Conclusion

In this work, the RasGas LNG Train 4 operational incident described by Ismail and Al
Thani [30] was simulated for the first time using two new tools, CryoFAST and
ThermoFAST. The latter is a thermodynamic engine based on the Peng Robinson equation of
state tuned to the available data for heavy hydrocarbon solubility in methane or ethane. We
demonstrate that this thermodynamic model is able to represent solid liquid equilibria as
accurately as the KLSSP tool used widely by industry over a wider range of compositions
and pressures. The CryoFAST model combines such thermodynamic calculations with the
approximate but efficient solution of dynamic material and energy balance equations, and
empirical pressure drop correlations for multi-phase flow which include important
contributions for centrifugal and twisting forces in CWHEs.

The operational data from RasGas LNG Train 4 indicate that over 2 months were required
before the presence of a solid deposit could be unambiguously determined. In contrast the
simulation predicted correctly the location of the initial benzene deposit that occurred upon
restart within the Main Cryogenic Heat Exchanger. When combined with the operational
record, the simulation reveals that the operators had only a short window of opportunity to
remedy the situation before a blockage requiring shutdown of the plant became inevitable.
Possible methods of remediating the initial benzene deposit within this window of
opportunity were explored: heating the MCHE cold bundle by 2 K and using scrub column
condenser to reduce the feed’s benzene concentration may have removed the deposit in 14
minutes.
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Nomenclature

Glossary

\( A \) Surface area of the tube’s internal wall [m\(^2\)]
\( D \) Diameter of the pipe or tube [m]
\( De \) Dean Number
\( Fr_N \) Froude number
\( Ge \) Germano Number
\( L \) Total liquid mole fraction
\( P \) Pressure [Pa]
\( Q \) Heat transfer to the environment [J]
\( R \) Tube’s radius [m]
\( T \) Temperature [K]
\( U \) Overall heat transfer coefficient [W m\(^{-2}\) K\(^{-1}\)]
\( V \) Overall vapour mole fraction
\( V \) Volume of the node [m\(^3\)]
\( g \) Acceleration due to the gravity [m s\(^{-2}\)]
\( n \) Node number
\( t \) Time-step
\( u \) Overall fluid velocity [m s\(^{-1}\)]
\( \beta \) Vapour mole fraction for VLE only
\( \rho \) Density [kg m\(^{-3}\)]
\( \chi \) Solid deposition mole fraction (solids deposited / total solids formed)
\( \delta \) Radial thickness of the deposit [m]
\( (U A)_{dep} \) Local heat transfer [W K\(^{-1}\)]
\( \Lambda_c \) Coil pitch [m]
\( C_D \) Distribution factor
\( L_n \) Node spacing length [m]
\( N_{nodes} \) Total number of nodes
\( N_{t-steps} \) Total number of time-steps
\( P_m \) Reference pressure at \( T_{m,i} \) [Pa]
\( \dot{Q} \) Rate of heat transfer to the environment [J s\(^{-1}\)]
\( R_c \) Radius of the coil bundle [m]
\( S_F \) Total solid phase mole fraction
\( T_{m,i} \) Melting temperature of pure component \( i \) [K]
\( U_{ND} \) Overall heat transfer coefficient in the absence of deposition [W m\(^{-2}\) K\(^{-1}\)]
\( f_i^s \) Fugacity of pure component \( i \) in the solid phase [Pa]
\( k_{dep} \) Thermal conductivity of the deposit layer [W m\(^{-1}\) K\(^{-1}\)]
\( \dot{m} \) Mass flow rate [kg s\(^{-1}\)]
\( m_{dep} \) Total mass deposition [kg]
\( s_i \) Solid phase mole fraction of component \( i \)
\( u_D \) Drift velocity in a stagnant fluid [m s\(^{-1}\)]
\( u_{SL} \) Superficial velocity of the liquid phase [m s\(^{-1}\)]
\( u_{SV} \) Superficial velocity of the vapour phase [m s\(^{-1}\)]
\( u_V \) Vapour phase velocity [m s\(^{-1}\)]
\( w_i \) Mass fraction of component \( i \)
\( x_i \) Liquid phase mole fraction of component \( i \)
\( y_i \) Vapour phase mole fraction of component \( i \)
\( z_H \) Vertical height [m]
\( z_i \) Overall composition of component \( i \)
\( \varphi^L \) Partial fugacity coefficient of component \( i \) in the liquid mixture
\( \varphi^L_{\text{pure},i} \) Fugacity coefficient of pure component \( i \) in the liquid phase
\( \phi_{\nu} \) Vapour phase volume fraction
\( \Delta h_{\text{fus},i} \) Specific heat of fusion of each solid component deposited, \( i \) [J kg\(^{-1}\)]
\( \Delta h_{f,i} \) molar heat of fusion at \( T_{m,i} \) [J]
\( \Delta T_{\text{LMTD}} \) Log mean temperature difference [K]
\( \Delta c^L_{\text{p},i} \) molar specific heat of the component as a pure liquid minus that of the pure solid, \( i \) [J K\(^{-1}\)]
\( \Delta V^L_{i} \) change in component’s, \( i \), volume between the liquid and solid phase [m\(^3\) mol\(^{-1}\)]
\( \Delta P \) Pressure Drop [Pa]
\( \Delta t \) Length of time-step [s]

**Abbreviation, Acronyms**

BTEX Benzene, Toluene, Ethylbenzene, Xylene
C\(_1\) Methane
C\(_2\)H\(_6\) Ethane
C\(_3\)+ Propane or Heavier Hydrocarbons
C\(_3\)H\(_8\) Propane
C\(_4\) Butane
C\(_5\)+ Pentane or Heavier Hydrocarbons
C\(_6\)H\(_{14}\) Hexane
C\(_6\)H\(_8\) Benzene
C\(_7\)H\(_{16}\) Heptane
C\(_3\)H\(_8\) Toluene
CH\(_4\) Methane
CO\(_2\) Carbon Dioxide
CPA Cubic Plus Association
CWHE Coil Wound Heat Exchanger
GPA Gas Processors Association
H\(_2\)O Water
iC\(_4\)H\(_{10}\) Isobutane
iC\(_5\)H\(_{12}\) Isopentane
KL Kohn and Luks
KLSSP Kohn and Luks Solid Solubility Program
LNG Liquefied Natural Gas
LPG Liquefied Petroleum Gas
MCHE Main Cryogenic Heat Exchanger
nC\(_4\)H\(_{10}\) Normal Butane
nC\(_5\)H\(_{12}\) Normal Pentane
PR Peng and Robinson
SLE Solid Liquid Equilibrium
SLVE Solid Liquid Vapour Equilibrium
SVE Solid Vapour Equilibrium
VLE Vapour Liquid Equilibrium