Biomechanical Model for Computing Deformations for Whole-Body Image Registration: A Meshless Approach
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Abstract Patient-specific biomechanical models have been advocated as a tool for predicting deformations of soft body organs/tissue for medical image registration (aligning two sets of images) when differences between the images are large. However, complex and irregular geometry of the body organs makes generation of patient-specific biomechanical models very time consuming. Meshless discretisation has been proposed to solve this challenge. However, applications so far have been limited to 2-D models and computing single organ deformations. In this study, 3-D comprehensive patient-specific non-linear biomechanical models implemented using Meshless Total Lagrangian Explicit Dynamics (MTLED) algorithms are applied to predict a 3-D deformation field for whole-body image registration. Unlike a conventional approach which requires dividing (segmenting) the image into non-overlapping constituents representing different organs/tissues, the mechanical properties are assigned using the Fuzzy C-Means (FCM) algorithm without the image segmentation. Verification indicates that the deformations predicted using the proposed meshless approach are for practical purposes the same as those obtained using the previously validated finite element models. To quantitatively evaluate the accuracy of the predicted deformations, we determined the spatial misalignment between the registered (i.e. source images warped using the predicted deformations) and target images by computing the edge-based Hausdorff distance. The Hausdorff distance-based evaluation determines that our meshless models led to successful registration of the vast majority of the image features.
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1 Introduction

Quantitative comparison of medical images acquired at different times or in different modalities for a given patient is crucial for analysis of disease progression and assessment of responses to therapies [1, 2]. Such images are typically acquired for different postures of the patient, and the patient’s stature/organ geometry can be affected by the therapy and disease progression. This necessitates aligning the images before they can be quantitatively compared. This is known as non-rigid (as both rigid body motion and organ deformations are involved) registration: one of the image sets (referred to as the source image) is deformed/“warped” to the configuration of the second image set (referred to as the target image). Many non-rigid registration algorithms that solely rely on image processing techniques have been proposed [2, 3], Figure 1a. Such algorithms have been proven effective for a single organ and relatively small differences between the source and target images [1-3]. Problems that involve large differences (deformations) between the source and target images, such as whole-body Computed Tomography (CT) or Magnetic Resonance (MR) images of the brain undergoing surgery, still remain a challenge. For such problems, biomechanical models, in which predicting deformations of body organs/tissue and motion of articulated skeletons is treated as a computational problem of solid mechanics, have been introduced in the last 10-15 years [2, 4], Figure 1b.
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Computations of soft tissue deformations for image registration have historically relied on finite element analysis [5, 6]. Our results and studies by other researchers have demonstrated that accurate prediction of organ deformations can be achieved through application of fully non-linear (i.e. accounting for both geometric and material non-linearity) Finite Element procedures [6-8]. However, building patient-specific Finite Element models that represent geometry of a given patient remains a tedious task that consumes valuable analyst’s time and is obviously incompatible with existing clinical workflows. Our research group [9, 10] and other scientists [8] have identified two key bottlenecks associated with creating such models in the context of computation of brain deformation for image-guided neurosurgery:

- Dividing the image (MR or CT) into non-overlapping constituents with different material properties, in a process known as image segmentation [2, 7, 8, 10], to define the geometry for biomechanical models and assign constitutive properties;
- Creating a computational grid (finite element mesh). For computation of soft tissue responses, high-quality hexahedral meshes are desirable because tissues are

Automated image segmentation still remains a challenge and is the subject of extensive research [12], particularly for registration of whole body and abdominal region images that are acquired in relatively low resolution and are affected by various artefacts. For instance, Sharma and Aggarwal [12] list six artefacts which can affect segmentation of abdominal CT images. Consequently, substantial input from an analyst is required to conduct segmentation, especially when tumours and other pathologies with irregular geometries are present.

Our experience [9, 10, 13] indicates that generation of patient-specific hexahedral meshes of the body organs requires time-consuming manual mesh correction even with the advanced software for generation of anatomic Finite Element meshes such as IA-FEMesh [14] and MIMICS [15].

In our previous studies we proposed the following solutions to eliminate tedious image segmentation and mesh generation when creating biomechanical models for computing organ deformations for image registration:

- To assign material properties using a fuzzy tissue classification membership function without the need for image segmentation [9, 13].

- To use meshless (also known as mesh-free) methods of computational mechanics that utilise an unstructured cloud of points for spatial discretisation and are therefore much less demanding when building computational grids than Finite Element discretisation [10, 16].

In recent years our research group has developed a suite of meshless algorithms (Meshless Total Lagrangian Explicit Dynamics MTLED) that rely on total Lagrangian formulation of non-linear solid mechanics and explicit integration in the time domain [9, 10, 16, 17]. We demonstrated the effectiveness of these algorithms working together through application in patient-specific brain models for computation of brain deformations for image-guided neurosurgery [9, 10]. However, applications that address the problem of rapid generation of patient-specific biomechanical models through the use of meshless discretisation together with fuzzy tissue classification were limited to computation of the 2-D deformation field within brain sections [9]. In this study, we further evaluate and demonstrate the capabilities of MTLED and fuzzy tissue classification through application in 3-D patient-specific simulations for computation of body organ/tissue deformations for registration of whole-body CT images. Given the variety of tissue types depicted in these images, large differences between the images (due to the differences in the patient posture) and large image
size (number of voxels in the image), the problem is even more challenging than computation of brain deformations for image-guided neurosurgery which we previously addressed [9, 10].

To the best of our knowledge, application of meshless discretisation to create patient-specific models for computation of organ/tissue deformations for whole-body medical image registration has not been attempted before, with the exception of the limited analysis (data for only one patient, qualitative validation only) we recently presented in Li et al. [18]. As no quantitative evaluation of registration accuracy using this approach has been conducted before, stringent scrutiny of the results obtained here is needed. We verify the deformations of body organs/tissues computed using non-linear meshless models against the results we previously obtained [13] using finite element models. For validation, we use edge-based Hausdorff distance (HD) to quantify the spatial differences between the registered (i.e. source images warped using the deformations predicted using meshless models) and target images, which is a verified measure of image registration accuracy [19-21].

This paper is organised as follows: the introduction is in Section 1, information about the algorithms, construction of the biomechanical models, verification and validation procedures is in Section 2, results that report on verification and validation are in Section 3 and the discussion is presented in Section 4.

2 Materials and Methods

2.1 Meshless Method for Computing Organ Deformations

We use the Meshless Total Lagrangian Explicit Dynamics (MTLED) algorithm previously developed and verified by our research group. As the algorithm development has been described in the literature [10, 16, 17, 22], only a brief summary is provided here.

2.1.1 Spatial discretisation and integration

The MTLED algorithm uses a modified Galerkin method. For the field variable approximation, we discretise the analysed domain geometry by support nodes where the mass is concentrated (lumped), and forces and displacements are computed. Numerical integration is performed using a Gaussian quadrature over the background grid of integration cells. The MTLED algorithm facilitates tetrahedral and regular hexahedral background grids. In this study, we use a regular hexahedral grid with one integration point per cell. As we do not require the background cells to conform to the problem domain geometry (as determined by whole-body CT image-sets), generation of the integration grid can be performed automatically even for hexahedral integration cells. Our previous studies on computing brain responses confirm the efficiency and accuracy of this approach [9, 10].
2.1.2 Shape Functions

We use the moving least-square (MLS) approximation for its simplicity and robustness. The basis functions are low order monomials, and weight functions are quartic spline [17].

2.1.3 Explicit Dynamics

We use explicit integration (central differences method) in the time domain for its efficiency [23]

\[ t + \Delta t \mathbf{U} = \Delta t^2 \mathbf{M}^{-1} \mathbf{F} + 2 \mathbf{U} - \mathbf{U} - \Delta t \mathbf{U}, \]  

where \( \mathbf{U} \) is the displacement calculated at time \( t \), \( \mathbf{F} \) is the reaction force, \( \Delta t \) is the integration step, and \( \mathbf{M} \) is the lumped mass matrix. The mass associated with an integration point is distributed equally across all nodes in the support domain of a given integration point.

Application of the lumped mass matrix decouples the system of Equations (1) and allows computation of the solution separately for each degree of freedom. No system of equations needs to be assembled and no iterations are required even for highly non-linear problems.

The explicit integration scheme using the central difference method (Equation 1) is only conditionally stable. We used a stable time step estimate established by Joldes et al. [22] for meshless methods that rely on mass lumping.

2.1.4 Dynamic Relaxation

In computing the organ/tissue deformations for medical image registration, we are interested in deforming (or “warping”) the source image to the target image configuration. Information about the history of deformation is not required for such computation. Therefore, we used the dynamic relaxation algorithm [24] for fast and accurate convergence to a steady state solution. The algorithm uses a termination criterion based on an estimate of the maximum absolute displacement error in the solution.

The solution terminates (i.e. is regarded as converged) if the estimated absolute error is smaller than the designated termination threshold for a consecutive number of iterations. Following our previous studies [9], we used the termination threshold of 0.1 mm (which is close to 1/10 of the smallest voxel size in the analysed images).

2.2 Meshless Patient-Specific Whole-Body Model

2.2.1 Whole-Body CT Image Datasets

The whole-body CT image datasets analysed in this study (Figure 2) were obtained from The Cancer Imaging Archive (https://public.cancerimagingarchive.net/ncia/login.jsf)
database [25-33]. The images in this database are freely available to browse, download and use for commercial, scientific and educational purposes under the Creative Commons Attribution 3.0 Unported Licence. Each dataset contains images of a patient acquired at different times. We used two image-sets from each of three datasets (see Figure 2): one was treated as the source/moving image and another one as the target/fixed image.

As the whole-body CT datasets used in this study differ in resolution (Table 1), we resampled the datasets using linear interpolation to a common resolution of $1mm \times 1mm \times 2.5mm$ before conducting the analysis. This was performed using a built-in procedure ‘Resample Scalar Volume’ in 3D SLICER (http://www.slicer.org/) — an open-source software for visualisation, registration, segmentation and quantification of medical data developed by the Artificial Intelligence Laboratory of Massachusetts Institute of Technology and the Surgical Planning Laboratory at Brigham and Women’s Hospital and Harvard Medical School [34].

### Possible location of Table 1 and Figure 2

#### 2.2.2 Geometry Discretisation

Computational grid density (node spacing) was determined based on the experience obtained in our previous studies on the application of meshless discretisation in computation of organ deformations [9, 10]. We filled the torso volume with nodes using an average spacing of 3.5 mm (the same as the nodal spacing used by Miller et al. [10] when computing brain deformations), which resulted in meshless discretisations consisting of 78,573 nodes for Case I, 86,016 nodes for Case II, and 137,344 nodes for Case III (see Table 2 and Figure 3). This method of discretising the complex and irregular geometry of the human body is a relatively trivial exercise. In contrast, constructing good quality Finite Element meshes for the same geometries was a time-consuming and tedious process despite the application of recent semi-automated software tools for anatomical mesh generation [13].

As stated in Section 2.1, our MTLED algorithm separates the computational grid for field variable approximation and background cells for numerical integration. Although this allows great flexibility when constructing the models, the analyst must still ensure that the number of integration points is sufficient to obtain an accurate and stable solution. We followed the results of a parametric study of the MTLED algorithm by Horton et al. [17] who recommended the ratio of integration points to nodes of slightly above two. The number of integration points in each model is given in Table 2.

### Possible location of Table 2 and Figure 3
2.2.3 Boundary Conditions

The deformations/geometry changes of body organs and tissue depicted in the whole-body CT images of the same patient taken at different times are due to multiple factors that are extremely difficult to quantify. They include changes in the patient’s posture, differences in the patient’s position in relation to the scanner, changes in patient’s stature, effects of treatment and disease progression. Furthermore, there are always uncertainties in the patient-specific properties of tissues.

To reduce the effects of such uncertainties, in the present study, computation of organ/tissue deformation for whole-body medical image registration is formulated as a “displacement–zero traction” problem of solid mechanics [35, 36]. In this formulation, a biomechanical model is loaded by forced motion of the boundaries. Consequently, the computed deformations very weakly depend on the mechanical properties of the continuum [36, 37].

Prescribing motion of the boundaries requires us to accurately and reliably determine the displacements of selected points between the source and target images. Since the vertebrae can be reliably distinguished in CT images (as their intensity appreciably differs from that of the surrounding tissues), we selected them as the areas of the boundary to determine the displacements and prescribe the motion. The vertebrae displacements were determined by conducting rigid registration (between target and source images) for each vertebra. We used the built-in rigid registration algorithm in 3D SLICER (a free, open source software package for visualisation and image analysis) [34].

MLS shape functions used in MTLED (and other Galerkin-type meshless algorithms) do not have the Kronecker Delta property [16], which tends to introduce inaccuracies when prescribing essential boundary conditions. Therefore, following the previous studies by our research group [16], we used coupling of MLS with Finite Element interpolation in the areas where essential boundary conditions were applied.

2.2.4 Assigning Material Properties: Fuzzy C-Means Algorithm and Constitutive Model

**Fuzzy Tissue Classification (Fuzzy C-Means Algorithm):** To assign the material properties at the integration points we used tissue classification that utilises Fuzzy C-Means (FCM) [38]. This approach (referred to as fuzzy tissue classification) has been successfully used in the previous studies by our research group for computation of deformations of the brain undergoing surgery [9] using the meshless MTLED algorithm and computation of the organ/tissue deformations for whole-body CT image registration using Finite Element discretisation [13].
In the FCM clustering algorithm, each pixel (voxel) in the image is assigned to a number of different tissue types (classes) with different probability for each class. This is done by clustering similar intensity data (pixels) through computation of the membership function \( u_{ij} \) that links the intensity at each pixel with all the specified (i.e. defined by the analyst) cluster centres. The membership function forms partition of unity. It is calculated by minimising the objective function \( J_{FCM} \) \[9, 38\]

\[
J_{FCM} = \sum_{i=1}^{N} \sum_{j=1}^{C} u_{ij}^q d(x_i, \theta_j)
\]  

where \( N \) is number of data samples (i.e. pixels in the analysed image), \( C \) is the number of cluster centres (tissue types/classes), \( q \) is the weighting factor of the fuzziness degree of clustering, \( u_{ij} \) is the fuzzy membership function that expresses the probability of one data sample \( x_i \) (pixel) belonging to a specified tissue class, and \( d \) is the spatial distance between the data sample (pixel) \( x_i \) and cluster centre \( \theta_j \). In this study, we used a fuzziness degree of clustering \( q \) of 2, which is a value commonly applied for soft tissue classification \[39\].

Following our previous studies \[13\], we used eight tissue classes (see Table 3). As the pixel intensity of muscles, liver and kidneys is similar (see Figure 2), we classified them as belonging to the same tissue class (Class 6 in Table 3). Although this may introduce some inaccuracy, the effects are likely to be limited \[35-37\]. Our previous studies on neuroimage registration suggest that if the loading is prescribed via forced motion of the boundary, the computed deformation field within the continuum depends weakly on the mechanical properties of the continuum \[35-37\]. Furthermore, this has also been observed in our recent study on computed deformations for whole-body image registration using the Finite Element method \[13\].

**Constitutive model and properties:** Despite recent progress in magnetic resonance (MR) and ultrasound elastography \[40\], commonly accepted non-invasive methods for determining patient-specific constitutive properties of soft tissues have not been developed yet. However, there is a vast body of experimental evidence suggesting that soft tissues behave like hyperelastic materials \[41, 42\]. Therefore, following our previous studies \[36\], we used the Neo-Hookean hyperelastic model,

\[
W = \frac{\mu}{2} (\overline{T}_1 - 3) + \frac{k}{2} (J - 1)^2
\]  

where \( \mu \) is the shear modulus, \( k \) is the bulk modulus, \( \overline{T}_1 \) is the first strain invariant of the right Cauchy Green deformation tensor, \( J = \det(\overline{\varepsilon} X) \) is the volumetric change, and \( \varepsilon \) \( X \) is
the deformation gradient. For each integration point, the shear modulus $\mu$ is interpolated based on the membership function determined using the FCM algorithm

$$\mu_i = \sum_{j=1}^{C} u_{ij} \times \mu_j$$  \hspace{1cm} (4)

where $\mu_i$ is the shear modulus at a location (integration point) $i$, $\mu_j$ is the shear modulus for a given tissue class, and $C$ is the number of tissue classes (centres of the intensity clusters in the images), and $u_{ij}$ is the fuzzy membership function (see Equation 2).

An example (Case I) illustrating the results of calculation of the shear modulus of the body tissues using the FCM algorithm for each integration point of the meshless model is shown in Table 4 and Figure 4.
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2.3 Verification and Validation of Deformations Computed Using Patient-Specific Meshless Models

2.3.1 Verification

As explained in Section 2.1.1, a regular background integration grid we used in our MTLED algorithm does not conform to the problem domain geometry. Although our previous studies [9, 10] on computing brain deformations for image-guided neurosurgery confirm the accuracy of this approach, we conducted additional verification for all three image datasets analysed here. This was done by comparing the nodal displacements in the models implemented using this algorithm with the previously-validated whole-body finite element models [13] that conform to the problem domain geometry (Table 5). Such comparison was possible as we used the same material properties (see Section 2.2.4) and the same number of nodes in the finite element and meshless models (see Section 2.1.1). The Finite Element models were implemented using the Total Lagrangian Explicit Dynamics (TLED) algorithm with dynamic relaxation, developed and verified by our research group [23, 43].

Possible location of Table 5

2.3.2 Validation

Qualitative evaluation of the accuracy of computed deformations Following previous studies [19, 20], we visually compared the contours/edges automatically detected using a Canny edge filter [44] in the registered (i.e. source image warped using the deformations predicted by means of a biomechanical model) and target images.
Quantitative evaluation of the accuracy of computed deformations

Accuracy of computation of organ/tissue deformations for image registration is typically assessed using various similarity measures to quantitatively compare the registered (source image warped using the deformations predicted by means of a biomechanical model) and target images. There is still some controversy regarding the reliability of such measures [45]. Following our previous studies [19, 20] and recommendations by other researchers [46], we use an edge-based Hausdorff distance (HD) metric on edges detected using a Canny filter [44] (often referred to as Canny edges). This metric determines the spatial (Euclidean) distance between the Canny edges in the registered and target images [19, 20]

\[ H(X, Y) = \max(h(X, Y), h(Y, X)) \]

where \( X = \{x_1, x_2, \ldots, x_m\} \) and \( Y = \{y_1, y_2, \ldots, y_n\} \) are consistent (i.e. depicting the same anatomical features) Canny edges in the deformed (registered) and target image respectively, \( h(X, Y) \) is defined as the maximum distance from any of the points in the first edge set to the closest point in the second edge set.

Following Mostayed et al. [20], a “round-trip consistency” procedure [47] was applied before the Hausdorff distance was calculated. This procedure ensures the edges’ consistency by removing outliers (the pixels in one image that do not correspond to the other image) that tend to be present if the intensity ranges of the target and source images are different.

The Hausdorff distance as defined by Equation (5), although commonly used in the literature, estimates only the upper limit of dissimilarities between two images. Therefore, following Mostayed et al. [20], we do not report a single (maximum) Hausdorff distance value but instead use Equation (5) to construct a percentile Hausdorff distance on edges \( H_p(X, Y) \)

\[ H_p(X, Y) = P^h \left[ \arg \min \|x - y\|_E \right] \]

where the \( P^h \) percentile Hausdorff distance \( H_p \) between two images means that ‘\( P \)’ percent of total edge pairs have a Hausdorff distance below \( H_p \).

We report Hausdorff distance value for different percentiles. A plot of such values (see Section 3.2.1) immediately reveals the percentage of edges that have acceptable misalignment errors. Accuracy of detection of image features (represented here by Canny edges) is limited by the image resolution. Therefore, following the previous studies [19, 20], we consider any edge pair having Hausdorff distance value less than twice the voxel size of the original source image to be successfully registered. However, in surgery it is natural to maximise the registration accuracy for a given patient [2]. Therefore, for some applications,
such as localisation of the tumour boundaries and determining the tumour dimensions, accuracy requirements more stringent than twice the voxel size used here may need to be satisfied.

In many studies of whole-body CT image registration, the average maximum-likelihood Hausdorff distance (M-HD) is used as the registration accuracy measure [48]. Therefore, we also report this measure for the image registrations we conducted to enable comparison with the results obtained by other researchers (Table 6). We use the maximum-likelihood Hausdorff distance (M-HD) as defined by Suh et al. [48].

To compare the performance of our biomechanical registration using the meshless algorithm with traditionally-used image-based registration methods, we also report the Hausdorff distance between the edges in registered and target images for rigid registration and non-rigid using the BSpline algorithm. Following [19, 20] we used the BSpline (free form deformation FFD) non-rigid registration algorithm from 3D SLICER (www.slicer.org) with a $10 \times 10 \times 10$ grid. The rigid registration algorithm used here is also from 3D SLICER.

3 Results

3.1 Verification

For over 99.5% of nodes, nodal displacements computed using models implemented using meshless (MTLED) and Finite Element (TLED) models differed by less 1 mm (Figure 5). As the resolutions of whole-body CT image datasets are 1.06×1.06×2.5 (Case I), 0.8×0.8×2.5 (Case II) and 0.98×0.98×2.5 (Case III), this difference can be safely regarded as negligible. For a very small number of nodes (less than 0.5% of the nodes) located at the outer boundary of the models, the differences are larger and up to 3-4 mm which is still within the accuracy threshold of twice the voxel size commonly used in image registration. These differences were observed in the areas where curvature changes form concave features in the boundary. As we used regular placement of nodes and integration points, such features tend to lead to integration cells with relatively few nodes and integration points that are not connected to all their immediate neighbours. Consequently, the nodes that are visibly close to each other can move apart — a phenomenon described by Horton et al. [17]. Adaptive integration schemes, such as that we recently proposed and verified in [49], may provide one possible solution.
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3.2 Validation: Evaluation of the Registration Accuracy

3.2.1 Qualitative Evaluation

With the exception of some local misalignments, the edges extracted from the registered (i.e. the source images warped using the deformations predicted by the proposed biomechanical model) and target images using a Canny filter with the same parameters closely overlap (Figures. 6, 7 and 8). The overlap tended to be better in the posterior than anterior and lateral image parts. One possible explanation for this tendency can be that the biomechanical models for computing the tissue deformations were loaded in the posterior part by prescribing the vertebrae motion as described in Section 2.2.3. This is confirmed by nearly ideal overlap of edges in the registered image and anatomical structures in the target image in the vertebrae area (Figure 8).

Possible location of Figure 6, Figure 7 and Figure 8

3.2.2 Quantitative Evaluation

The percentile Hausdorff Distance (HD) metric on edges is used to quantitatively measure the spatial distance between the original source and target images. As stated in Section 2.3.2, we consider edges having the Hausdorff distance (HD) below twice the voxel size (5 mm) as successfully registered.

As one may anticipate, the results indicate higher accuracy of non-rigid than rigid registration (Figure 9). Figure 9 clearly indicates that for Cases I and II, 85th percentile HD equals 5 mm for registration using our meshless algorithm. This means that 85% of edges in these two image-sets were successfully registered. For registration using the BSpline algorithm, around 75% of edges were successfully registered for Cases I and II. For Case III, application of our meshless algorithm resulted in 90% of edges successfully registered while for BSpline, 80% of edges were successfully registered. Although the improvement is not dramatic, these results clearly indicate that the accuracy achieved using our meshless algorithm tends to exceed that of non-rigid registration using BSpline.

As mentioned in section 2.3.2, in many studies of whole-body CT image registration, the average maximum-likelihood Hausdorff distance (M-HD) rather than HD percentile is used as the measure of registration accuracy. Suh et al. [48] reported the M-HD of around 4 image voxels when conducting non-rigid registration for rat whole-body CT and positron emission tomography (PET) images. Li et al. [50] reported an average error of 2 voxels with standard deviation of 1.3 voxels for an interactive 3D volumetric voxel registration technique applied in registration of human whole-body CT and MR images. Akbarzadeh et al. [51] recently reported landmark-based Hausdorff distances (HD) of 10 mm (four times the voxel
size) between the registered and target images for whole-body CT image registration using the B-spline deformable transform.

The results obtained here compare well with those reported in [48, 50, 51]. For all three image data-sets we analysed, the M-HD between the edges in registered and target images was between 3 and 4 mm for registration using our meshless algorithm (Table 6). This is within the accuracy threshold of 5 mm (twice the voxel size) for successful non-rigid image registration used in the literature [25]. However, as no information about initial image misalignment (i.e. HD between source and target images) is provided in [48, 50, 51], caution is needed when drawing quantitative conclusions from comparison of the registration accuracy (as measured by M-HD) we report in this study and results in [48, 50, 51].

For the CT image datasets analysed in this study, the percentile edge-based HD curves tend to rise steeply at around 95th percentile (Figure 9). This phenomenon was also observed in our study on non-rigid neuroimage registration in which the brain deformation was predicted using non-linear finite element models [19]. Therefore, it appears that most edge pairs that lie between the 96th and 100th percentiles do not have any correspondence (i.e. edges in the registered and target images do not correspond to each other) and are possible outliers.

**Possible location of Table 6 and Figure 9**

4 Discussion

We showcased a fuzzy meshless framework for patient-specific biomechanical modelling for computing 3-D deformations of soft tissues and organs for registration of whole-body radiographic images. In previous studies on brain deformation computation [7, 9], we identified that integration of anatomical geometric data extracted from medical images with information about material properties is one of the key challenges in patient-specific brain modelling. Because of the presence of multiple tissue types and multiple organs with complex geometry, the task is even more formidable for the models of the entire torso we created and used in this study.

We eliminated the need for image segmentation and mesh generation when building patient-specific biomechanical models by extracting the material properties directly from the images using fuzzy tissue classification and incorporating them within our meshless algorithm. Such automated extraction of material properties may lead to local tissue misclassification. However, this has a weak impact on the results of computation of deformations because as in our previous studies [7, 9, 10, 19, 36], we used the formulation of computational mechanics problems in which the loading is defined by prescribing
displacements at selected points of the boundary. In this formulation the computed displacements are only weakly sensitive to uncertainty/variation in the material properties. Geometric non-linearity (large deformations) still needs to be taken into account [36].

Qualitative and quantitative validation (see section Validation: Evaluation of the Registration Accuracy) indicates that the accuracy of predicting the organ/tissue deformations we achieved was sufficient to successfully register the whole-body CT image-sets analysed in this study, and compares well with that achieved using image processing techniques (such as BSpline) to compute the transformation for whole-body image registration.

This study confirms that integration of fuzzy tissue classification (that may lead to local tissue misclassification and does not delineate organ boundaries) within the meshless algorithms of solid mechanics in the context of patient-specific biomechanical modelling facilitates sufficient accuracy for computing 3-D deformations for whole-body image-registration while eliminating the need for time-consuming image segmentation when building the models. One may be tempted to state that this opens the way for fully-automated (compatible with existing clinical workflows) generation of patient-specific models of complex anatomical systems directly from the medical image without the need for reliable non-invasive methods for determining patient-specific material properties of soft tissues. Caution, however, is needed when extrapolating the conclusion of this study to applications that require locating anatomical features with an accuracy better than twice the voxel size used in image-guided surgery and diagnosis.
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**Table 1** Original resolution (in mm) of three whole-body CT image datasets analysed in this study

<table>
<thead>
<tr>
<th>Case</th>
<th>Source Image (mm)</th>
<th>Target Image (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
<td>1.05×1.05×2.5</td>
<td>1.06×1.06×2.5</td>
</tr>
<tr>
<td>Case II</td>
<td>0.84×0.84×2.5</td>
<td>0.80×0.80×2.5</td>
</tr>
<tr>
<td>Case III</td>
<td>0.90×0.90×2.5</td>
<td>0.98×0.98×2.5</td>
</tr>
</tbody>
</table>
Table 2 Number of support nodes for approximation of field variable and integration points in three analysed cases

<table>
<thead>
<tr>
<th></th>
<th>Number of Support Nodes</th>
<th>Number of Integration Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
<td>78,573</td>
<td>162,943</td>
</tr>
<tr>
<td>Case II</td>
<td>86,016</td>
<td>174,051</td>
</tr>
<tr>
<td>Case III</td>
<td>137,344</td>
<td>277,495</td>
</tr>
</tbody>
</table>
Table 3 Cluster (image intensity) centres obtained using the FCM algorithm for three analysed CT image datasets. Class 1, 2 and 3 is for lungs and other gas-filled spaces (such as the abdominal cavity), Class 4 — fat, Class 5 – muscles and abdominal organs, Class 6 — stomach and intestines, and Class 7 and 8 — bones.

<table>
<thead>
<tr>
<th></th>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
<th>Class 5</th>
<th>Class 6</th>
<th>Class 7</th>
<th>Class 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
<td>-650</td>
<td>-481</td>
<td>-247</td>
<td>-89</td>
<td>-38</td>
<td>16</td>
<td>238</td>
<td>527</td>
</tr>
<tr>
<td>Case II</td>
<td>-826</td>
<td>-537</td>
<td>-326</td>
<td>-90</td>
<td>-32</td>
<td>43</td>
<td>274</td>
<td>661</td>
</tr>
<tr>
<td>Case III</td>
<td>-711</td>
<td>-519</td>
<td>-303</td>
<td>-104</td>
<td>-45</td>
<td>57</td>
<td>253</td>
<td>665</td>
</tr>
</tbody>
</table>
Table 4 Shear modulus ($\times 10^3$Pa) for each tissue class for the analysed CT image datasets.

Class 1, 2 and 3 is for lungs and other gas-filled spaces (such as the abdominal cavity), Class 4 — fat, Class 5 – muscles and abdominal organs, Class 6 — stomach and intestines, and Class 7 and 8 — bones.

<table>
<thead>
<tr>
<th></th>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
<th>Class 5</th>
<th>Class 6</th>
<th>Class 7</th>
<th>Class 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shear modulus</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>1.07</td>
<td>3.57</td>
<td>4.05</td>
<td>rigid</td>
<td>rigid</td>
</tr>
<tr>
<td>(kPa)</td>
<td>[52]</td>
<td>[52]</td>
<td>[52]</td>
<td>[53]</td>
<td>[42, 54, 55]</td>
<td>[56]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Table 5** Numbers of elements and nodes for finite element models of the three analysed cases. The number of nodes is the same as that used in the meshless models created in this study (see Table 2).

<table>
<thead>
<tr>
<th>Case</th>
<th>Number of Nodes</th>
<th>Number of Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
<td>78,573</td>
<td>72,897</td>
</tr>
<tr>
<td>Case II</td>
<td>86,016</td>
<td>92,625</td>
</tr>
<tr>
<td>Case III</td>
<td>137,344</td>
<td>128,989</td>
</tr>
</tbody>
</table>
Table 6 95, 85, 75 and 60 -percentile and average edge-based HD metric (mm) between the registered and target images for the whole-body image-sets analysed in this study. The voxel size (maximum dimensions) is in mm. The image-sets are shown in Figure 1.

<table>
<thead>
<tr>
<th></th>
<th>95- percentile HD metric (mm)</th>
<th>85- percentile HD metric (mm)</th>
<th>75- percentile HD metric (mm)</th>
<th>60- percentile HD metric (mm)</th>
<th>Average HD metric (mm)</th>
<th>Voxel Size (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
<td>7.21</td>
<td>5.00</td>
<td>4.47</td>
<td>4.00</td>
<td>3.92</td>
<td>2.5</td>
</tr>
<tr>
<td>Case II</td>
<td>7.05</td>
<td>5.00</td>
<td>4.24</td>
<td>3.60</td>
<td>3.83</td>
<td>2.5</td>
</tr>
<tr>
<td>Case III</td>
<td>5.09</td>
<td>4.12</td>
<td>3.60</td>
<td>3.16</td>
<td>3.36</td>
<td>2.5</td>
</tr>
</tbody>
</table>
Figure 1. Diagram of the image registration process. (a) Image processing-based registration. The source image (M) is transformed using the chosen transformation T (in this case the displacements of control points) to obtain the transformed image T(M). The transformed image is then compared with the target image (F) based on a chosen similarity measure S; (b) Registration using biomechanical models to compute organ/tissue deformations. Based on source images, a computational grid is created. In current research practice, this requires image segmentation to extract the anatomical features of interest followed by finite element meshing. In this study, we propose to replace image segmentation and meshing by fuzzy tissue classification and meshless discretisation. A biomechanical model is defined further by incorporating boundary conditions and material properties. The transformation computed by the solver is used to warp the source image.
Figure 2. Sagittal sections of three whole-body CT image datasets analysed in this study
Figure 3. Example of meshless discretisation created and used in this study. Whole-body meshless computational grid used in registration of Case I. As specific features of geometry of the analysed continuum are rather difficult to distinguish/visualise in meshless discretisation, we do not show the discretisation for Cases II and III. (a) “Cloud” of 78,573 nodes is used for spatial discretisation; (b) Distribution of support nodes and integration points on selected transverse sections. The blue crosses and yellow circles represent the support node and integration point, respectively.
Figure 4. Case I (transverse slice). Material properties (shear modulus) assignment using the FCM algorithm at integration points. The shear modulus magnitude is represented by a colour scale. Note that the integration points belonging to the same tissue class (indicated by the same colour) match the areas where the image intensity is similar. Only local tissue misclassification is present. This can be seen as a local variation in the integration point colour (where the adjacent integration points have a different colour and, consequently, different shear modulus assigned) at the boundaries between different tissue classes.
Figure 5. Verification of the meshless discretisation (MTLED algorithm) with fuzzy tissue classification as a tool for computing organ/soft tissue deformations for whole-body image registration. Comparison of the nodal displacements in the models implemented using the MTLED algorithm and previously validated non-linear finite element models for the image datasets analysed in this study. For over 99.5% of the nodes, the differences are for practical purposes negligible (much smaller than the image voxel size — 1 mm×1 mm×2.5 mm). For a very small number of nodes located at the outer boundary (skin and subcutaneous) of the models, the differences are up to 3-4 mm which is still within the accuracy threshold of twice the voxel size commonly used in image registration.
Figure 6. Qualitative evaluation of the registration accuracy for three CT image datasets analysed in this study (transverse slices). Left-hand-side column: comparison of the edges in the source and target image. Right-hand-side column: comparison of the edges in the registered (i.e. warped using the deformation computed by biomechanical models developed in this study) and target images. Edges in the source image are indicated by red colour; edges in target image — by green; and the edges in the registered image — by pink. Good overlap (indicated by blue colour, with some local misalignment) between the edges in registered and target images is evident.
Figure 7. Qualitative evaluation of the registration accuracy for three CT image datasets analysed in this study (frontal slices). For each case, (left) Figure indicates comparison of edges in the source and target images; and (right) — comparison of edges in the registered (i.e. warped using the deformation computed by biomechanical models developed in this study) and target images. Edges in the source image are indicated by red colour; edges in target image — by green colour; and the edges in the registered image — by pink colour. Good overlap (indicated by blue colour, with some local misalignment) between the edges in registered and target images is evident.
Figure 8. Qualitative evaluation of the registration accuracy for three CT image datasets analysed in this study (vertebrae area). Edges from the registered image are shown on the target image. Note nearly ideal overlap of the edges in the registered image with the vertebrae contours in the target image.
Figure 9. The percentile edge-based HD metric for all three cases/image-sets analysed in this study. For each case, the HD metric is used to measure the spatial Euclidean distance between the source and target images and between the registered and target images. The results were obtained for three registration methods: rigid registration, registration using the BSpline free form deformation (FFD) algorithm, and registration using our meshless biomechanical algorithm that computes the deformations to align (register) the source and target images.